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Preface to the First Edition

Pharmaceutical medicine is a relatively new, but rapidly growing, academic discipline. As these trends
continue into the 21st century, pharmaceutical physicians are increasingly regarding consultancy work and
contract research organization (CRO) affiliation as good career opportunities, and now recognize the need
for continuing education and training in this broad spectrum discipline.

As editors, we would like to thank our contributors for their expertise, their dedication, and their vision.
We would like to thank and acknowledge the work and counsel of our colleague Robert Bell, MD,
MRPharmS, who helped us greatly during the early part of this project. We would also like to thank and
acknowledge the enormous help, encouragement, and patience of the team at John Wiley & Sons, Inc., UK,
with whom we have worked closely over these past few years, among whom we have particularly stressed (!)
Michael Davis, Deborah Reece, Hannah Bradley, Lewis Derrick, and Hilary Rowe.

Lastly, we would like to thank our families, and friends, who have withstood the frequent telephone calls,
e-mails, and meetings, often late into the night. Indeed, to all who made this project possible, both authors
and non-authors, we thank you. We are certain that this specialty, and our patients, even though we may help
them vicariously, will benefit because of your contributions.

Andrew Fletcher
Lionel Edwards
Tony Fox

Peter Stonier






Preface to the Second Edition

Since the first edition of this book, pharmaceutical medicine has only become more diverse and has also
become widely accepted as a recognized medical specialty, for example, with its first graduates of specialist
training in the United Kingdom, to add to those of Switzerland, and Mexico. This has been accompanied by
pharmaceutical medicine’s rapid progress toward specialty recognition within the European Community,
and many changes in the pharmaceutical environment. So, we have taken this book further with this second
edition. There are new chapters on European regulations, risk management, the Middle East, Asia and other
topical subjects in pharmaceutical medicine. Those chapters that did appear in the first edition have all been
brought up to date.

But this book is for all those working in pharmaceutical medicine, regardless of their degrees, titles or
affiliations. Although it comprehensively covers the internationally harmonized syllabus for the Diplomas in
Pharmaceutical Medicine that are awarded in Belgium, Switzerland and the United Kingdom, this book will
also usefully serve those teaching other types of certificates and (usually Master’s) degrees in this field, as
well as being a vade mecum for those who are not undertaking academic courses.

We would again like to thank the team at John Wiley and Sons, Inc., Chichester (UK). Hannah Bradley got
this second edition started, but then went off on a tour around the world; the editors strenuously deny that they
are the reason why. Lucy Sayer and Juliet Booker have since piloted the ship to the dock-side, successfully
cajoling us into getting this edition done before its second decade. Not least, we would like to thank you, the
reader, for your continued support and suggestions. So here is our second edition, it is more than a simple
update, and it is even less US-centric than before.

Lionel Edwards
Andrew Fletcher
Tony Fox

Peter Stonier
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SECTION 1

Overview of Pharmaceutical
Medicine







1 The Practice and Practitioners
of Pharmaceutical Medicine

Anthony W. Fox

Pharmaceutical medicine is unquestionably a
young medical specialty. The first university chair
in pharmaceutical medicine is less than 10 years old,
and there are no great buildings or institutions
dedicated to it, unlike venerable medical specialties
such as chest medicine, neurology, physiology,
pharmacology and so on. Possibly because of its
youth, this is a specialty that can be misunderstood
by those outside it. Even among practitioners of
pharmaceutical medicine, there can be surprise
when they consider their own diversity.
Nonetheless, elements of what we recognize
today as the practice of pharmaceutical medicine
have existed for a long time. Withering’s identifi-
cation of Digitalis purpurea as a treatment for what
was then called ‘dropsy’ and the clinical trial of
citrus fruit conducted by Lind are examples of drug
discovery and investigation. Sequential clinical
trial designs have been borrowed from as far
a-field as the discipline of engineering and date
from the mid-twentieth century. The techniques
shared with the fields of epidemiology and public
health are obvious and also well established. Every
prescription written in ordinary clinical practice is
a clinical trial of some sort, where n = 1, because
human beings are anisogenetic; this even applies to
identical twins as they age or are exposed to dif-
ferent environments. Ever since the need to demon-

strate efficacy, tolerability and purity in drug
products (and their equivalents in diagnostics and
devices), pharmaceutical medicine has become
evidence based; it is interesting to note that the
more venerable medical specialties are now imitat-
ing the supposed ‘new kids on the block’ with the
recent emphasis on evidence-based approaches to
the patient.

It is therefore not surprising that the diverse and
overlapping discipline of pharmaceutical medicine
is populated by practitioners with varied educa-
tional backgrounds. There can be no doubt that
clinical experience is always a good prelude to a
career in pharmaceutical medicine. But dental sur-
geons, medical practitioners, nurses, pharmacists,
physiotherapists, psychologists and many other
members of the allied health professions have all
found satisfying careers in this specialty.

Few medical specialties involve working in
teams with as large a number of other professions
as of pharmaceutical medicine. For example, gen-
eral practitioners regularly work with nurses, health
visitors, administrators, hospital colleagues and
social workers; radiologists might add radiogra-
phers and physicists to this list and delete the health
visitors and social workers. But, by way of compar-
ison, the following list of nouns, all of which have
their own professions, comprise pharmaceutical

Principles and Practice of Pharmaceutical Medicine, 2nd Edition Edited by L. D. Edwards, A. J. Fletcher, A. W. Fox and P. D. Stonier
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4 CH1 THE PRACTICE AND PRACTITIONERS OF PHARMACEUTICAL MEDICINE

medicine (in no particular order): ethics, chemis-
try, pharmacology, computational modeling, phar-
maceutics, project planning, toxicology, regulatory
affairs, logistics, quality control engineering,
biostatistics, pharmacogenomics, clinical trials,
politics, economics, public relations, teaching,
pharmacovigilance, marketing, finance, technical
writing, data automation, actuarial analysis, infor-
mation science, publishing, public health, interna-
tional aid and development, intellectual property
and other types of laws. However, this is not an
exhaustive list. Surely, there can be no other indus-
try with as many diverse professionals as this one
where all have the welfare of other human beings as
their ultimate concern? And for those with a life-
long thirst to learn on a cross-disciplinary basis,
this breadth of intellectual interaction is a magnet.

Conversance with, if not advanced capability in,
these specialties should therefore be an early goal
of any career in pharmaceutical medicine. Those
who remain in the industry thereafter usually value
their initial generalist experience. But eventually,
for most practitioners, the opportunity will exist
either to remain as a generalist in pharmaceutical
medicine or to sub-specialize within one or more
areas in the list shown above.

But, perhaps the greatest difference between this
specialty and all other specialties is the value
placed on versatility, adaptability, communication
skills and teamwork. Physicians and pharmacists
must learn that in pharmaceutical medicine, they
are unlikely to be as predominant as decision
makers as they were in clinical practice. Those
who can become an expert in some subject and
be respected for it by people both inside and outside
the company, even though they may never have
heard of that particular disease or drug before three
months ago, will do well if they can match such
knowledge with superior inter-personal skills.
Knowing when to lead, when to follow and when
to get out of the way, rather than presuming a
leadership role in all situations, will always be
valued in this specialty.

Finally, what about those who do not stay in the
speciality? Any clinician who spends just two or
three years in pharmaceutical medicine but then
returns to his or her clinical calling, will have
benefited, if only having learned something about

oneself and what one does not like to do at work!
But, nonetheless, there will usually be an opportu-
nity to gain some management experience and
skills and to look at the therapeutic enterprise
from a different angle: Appropriate scepticism
with regard to the wanted and unwanted effects
of drugs, and the ways they may be properly and
improperly promoted, is best learned inside the
industry and applied outside it. ‘Clinical re-entry’
after two or three years of pharmaceutical medicine
will not be associated with being out of date in
terms of knowledge and skills base, although re-
entry after 10 years almost certainly will. Those
attempting the latter should anticipate the need for
re-training.

1.1 Organizations and
educational systems

Most countries in the developed world have one or
more national societies or academies devoted to the
specialty of pharmaceutical medicine. All hold
education and training as central to their mission,
whereas some societies will engage in regulatory
or political debates when particular issues arise.
The first formal post-graduate qualification to
acquire in pharmaceutical medicine is a Diploma
in Pharmaceutical Medicine (DipPharmMed). It
requires two years of part-time study and tests the
knowledge basis for the specialty. This diploma has
been examined by the Royal Colleges of Physi-
cians (RCP) in the United Kingdom for more than
30 years, and its possession qualifies the holder for
membership in the Faculty of Pharmaceutical
Medicine (MFPM). The Belgian Academy has
more recently introduced a diploma which is
recognized reciprocally with that in the United
Kingdom, and accordingly, there is periodic
exchange of examiners. Switzerland is likely to
be the next, and progress toward an analogous
goal (‘Board certification’) is being made in
North America. At least two years’ experience in
clinical medicine and prescribing is a matriculating
qualification for these diplomas; in countries where
the roles of pharmacists, physician’s assistants and
nurses include prescribing responsibility, these



professionals should enquire from the relevant
Academy or Royal College whether they may
also sit this examination.

Beyond the diploma, the European Economic
Area (the European Union plus Iceland, Norway
and Liechtenstein) will probably soon recognize
pharmaceutical medicine as a medical specialty on
the official list and national medical registers.
Achieving the Certificate of Specialized Training
(CSST) will require completion of a modular, part-
time program of Higher Medical Training (HMT)
for which the diploma will be the matriculating
qualification. Whether or not holding the CSST, it
will also become possible to revalidate specifically
as a pharmaceutical physician.

International compatibility and recognition of
these qualifications would seem essential in a pro-
fession whose activities are being increasingly
globalized. Many employment opportunities in
pharmaceutical medicine are with companies that
have become international conglomerates. Intra-
company transfers and international job applica-
tions can only be facilitated by universally
recognized and accredited qualifications.

Many other qualifications are also of benefit in
pharmaceutical medicine, even if the holder was
already a physician, nurse or pharmacist. These
will be more or less specific to that long list given
above, many of which have their own diplomas and
university degrees. Human resources departments
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have to be well informed about the diversity of
formal recognitions that may be held by those
who can contribute to the industry and its regula-
tion.

Lastly, is there any evidence for all this opti-
mism? In the year 2000, the American Academy of
Pharmaceutical Physicians (AAPP) polled its
members on their career choices and factors asso-
ciated with satisfaction. More than 90% of the
members indicated overall satisfaction with their
choice of pharmaceutical medicine. This propor-
tion was higher than any other that has been
reported by learned societies from similar surveys
in other medical sub-specialties in the United
States.

Further reading

Fox AW. 2001. What is pharmaceutical medicine? Clin.
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Smethurst D. 2004. Pharmaceutical medicine: making
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accessed 28 July 2005).
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tical Industry, 2nd edition. John Wiley & Sons, Ltd:
Chichester (ISBN 0-470-84328-4).

Useful web sites on careers and/or qualifications
(http://): www.fpm.org; www.acrp.org.






2 Pharmaceutical Medicine
as a Medical Specialty

Michael D. Young and Peter D. Stonier

Medicine is an art that has been practiced since
time immemorial. The use of herbs and natural
medicaments to relieve pain or to aid the sick in
coping with their afflictions has been a part of all
societies. In the Western world, medicine has
developed at least since the time of the Greeks
and Romans — the Hippocratic oath reminds us of
this nearly 2500-year history. However, the pro-
gress of medicine has been very different from that
of many other arts within society. It has come of age
after an incredibly long maturation period. As a
function capable of offering a successful treatment
for a human ailment, medicine is very much a
development of the last 100-150 years. Indeed,
the major advances have come in the last 50-75
years.

The role of physicians in society has changed
over the centuries. It may have reached its nadir
during the early renaissance, when the general
attitude was, as Shakespeare said, ‘Trust not the
physician; his antidotes are poison’. From nine-
teenth century onwards, with their growing diag-
nostic understanding and their therapeutic agents
becoming increasingly effective, physicians have
come to be increasingly valued. Today, much of the
practice of medicine in all of its subspecialities is
based on a physician’s diagnosis and treatment
with drugs, devices or surgery. This radical change

to an era of focused treatments, after aeons of using
homespun remedies and then watching hopefully
for the crisis or the fever to pass, has accompanied
the recent revolutions in the understanding of bio-
logical processes and in technical and biotechnical
capabilities. These developments have allowed us
to produce pure therapeutic agents and establish
their safe and effective use.

The exponential growth in scientific knowledge,
particularly over the last 100 years, has brought
about a paradigm shift in our approach to pharma-
ceuticals. Until the twentieth century, the sale and
use of medicines and medical devices was almost
entirely unregulated by governments. It was a case
of caveat emptor, with only the drug taker’s com-
mon sense to protect against the dangers of the so-
called patent medicines and ‘snake oils’. The
obvious abuses in these situations eventually led
to government intervention, professional regula-
tion and requirements that drugs be pure and una-
dulterated. With advances in science and in the
ability to define and establish drug efficacy came
a requirement to demonstrate that drugs were also
safe. Finally, as late as the second half of the
twentieth century, came the legal requirement to
establish that pharmaceuticals were effective
before they were marketed. These legal require-
ments reflected changes in social attitudes and
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expectations grounded in the questions that the
development of biological and basic sciences had
made it possible to ask and to answer. The response
to these changes has led to the development of the
speciality of pharmaceutical medicine.

Pharmaceutical medicine can be defined as ‘the
discipline of medicine that is devoted to the dis-
covery, research, development, and support of ethi-
cal promotion and safe use of pharmaceuticals,
vaccines, medical devices, and diagnostics’ (by-
laws of the Academy of Pharmaceutical Physicians
and Investigators, APPI). Pharmaceutical medi-
cine covers all medically active agents from neu-
traceuticals, through cosmeceuticals and over-the-
counter (OTC) pharmaceuticals, to prescription
drugs. Furthermore, the speciality is not confined
to those physicians working within what is classi-
cally considered the pharmaceutical industry but
includes those involved in the clinical management
or regulation of all healthcare products. It is the
basic speciality for physicians within the cosmetics
and nutrition industry for those in the device indus-
try and for those in ‘not-for-profit’ companies, such
as those responsible for the national blood supplies
and/or for specialized blood products. Further-
more, it is the fundamental discipline for physi-
cians who are in government health ministries,
insurance companies, National Health Trusts or
HMO management, drug regulatory agencies or
any other oversight or regulatory function for
healthcare.

In the early part of this quarter-century, for a
medicine to be adopted and to sell, it was sufficient
that science could conceive of a new treatment, that
technology could deliver that treatment, and that
clinical research could prove it effective and safe
for the physician to use. This is no longer the case.

Over the past three decades, we have seen the
emergence of two major influences in decisions
about new advances in healthcare. These are the
payer—providers and the patient—consumers. Their
role in the decision-making process has increased
rapidly in the last 25 years, as can be seen in
Figure 2.1.

With an increasing proportion of society’s
healthcare budget spent on pharmaceuticals, even
a growth in the percentage of the gross national
product that governments are willing to allocate to

mScience
mProviders

mPatients

Relative influences (%)

1970s 1980s 1990s 2000s

Figure 2.1 The influencers of healthcare provision

healthcare has been unable to meet the demands of
unbridled development. This has made the payer/
provider a major determiner of the use of pharma-
ceuticals. All possible treatments cannot be freely
available to all and a cost-to-benefit consideration
has to be introduced. This, in turn, has ensured that
pharmaceutical medicine involves pharmacoeco-
nomics training and even media training to deal
with what, for some, may be seen as the rationing
and/or the means-testing of access to the totality of
healthcare options. These are significant ethical
and social issues, and physicians within the phar-
maceutical industry or the health regulatory agen-
cies will inevitably be required to provide a
perspective, both internally and to those outside.
The second new decision maker in the provision
of healthcare has arrived even more recently as a
crucial component. These are the end-user or
patient groups. The rising status of the physician
since the nineteenth century has encouraged a
paternalistic doctor—patient relationship, with the
physician clearly in the lead. In recent times, the
nature of this relationship has come under question.
The advent of holistic medical concepts focused on
the whole patient, and taking into account the
entirety of an individual patient’s life has forced
changes in the focusing of any therapeutic interac-
tion. The general increase in educational standards
within the developed world and the massive
increase in available information culminating
today with the electronic media and the Internet
has inevitably produced a more informed patient.
This has empowered the patient and led to the
formation of all kinds of public interest and patient
groups. Furthermore, the ability in this century to
think in terms of the maintenance of good health
and even of the abolition of disease (e.g. smallpox
and polio) has changed the patient’s and society’s
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attitudes to what they can and should expect of
physicians. Today, we are very much moving
towards a balance in the therapeutic interaction,
if not to a patient—doctor relationship. This change
is a seminal one for the delivery of healthcare and
for the development of new therapeutic agents.

For prescription drugs, the major factor bringing
about the involvement of patient groups was prob-
ably the revolution in the new drug evaluation
process caused by the AIDS epidemic. This terrible
affliction occurred at a time when groups within
society were forming to fight for their recognition
and/or rights quite independent of the occurrence
of a life-threatening disease. Nonetheless, within
the Western world, it is clear that these groups
rapidly came to form a vanguard for patients rights
with respect to AIDS. They challenged the patern-
alism within medicine and insisted on access and
full disclosure of what was going on in pharma-
ceutical medicine and within academic medical
politics. Without this openness such patients
would have lost confidence in pharmaceutical
companies, the academia and the medical and
regulatory establishments. Having forced a re-
evaluation and a greater respect for patients’
needs, AIDS Coalition to Unleash Power
(ACTUP) and others have brought patient repre-
sentatives into the drug development process. Such
educated and involved patients have, in their turn,
come to understand the scientific methodology and
the requirement for the adequate testing of new
drugs. Indeed, the requirements have consequently
become much more acceptable to patients in gen-
eral. Nevertheless, there is no doubt that these
proactive patient representative groups have for-
ever changed the role of the patient in the develop-
ment of therapeutics and of healthcare within
society.

Pharmaceutical medicine is the discipline that
specializes within medicine in overseeing the pro-
cess of developing new therapeutics to improve the
standard of health and the quality of life within
society. Inevitably, then, it was one of the first
medical specialities to feel this change in patients’
view of the quality of their care. An integral part
of all progress in healthcare is evaluating the
needs of patients and society and the gaps in the
present provisions for those needs. To oversee this

Table 2.1 Controlling factors in the adoption
of new therapeutic agents

Influences Controllers/‘gatekeepers’

Medical science Regulatory agencies

Physicians

Health professionals

Politicians

National health
services/HMOs

Insurance companies

Patient groups

Pharmacists

Media

Healthcare providers

Consumers

progress, pharmaceutical medicine involves the
combination of the following: first, the medical
sciences to evaluate disease; second, the economic
sciences to evaluate the value with respect to costs;
and third, the ethical and social sciences to evaluate
the utility of any new drug to patients and to society
as a whole.

As with all products, truly successful therapeutic
agents are those that meet all the customers’ needs.
In today’s and tomorrow’s world, the concept that
all that is needed is for medicines to meet the
scientific requirements of being effective and safe
is essentially an anachronism. It is not just the
scientific factors and customers that must be satis-
fied. Table 2.1 shows that the two other critical
factors or influences outlined in Figure 2.1 produce
many more customers to be served.

As members of the public become generally
more and more informed, it is inevitable that they
will want to take more of a role in deciding on their
own health and how any disease that they might
have is to be treated. It is important to realize that
this is likely to change the demand for healthcare.
Some of the focus will shift to areas not classically
considered as diseases or to health areas considered
today as an inevitability of life or a condition for
which the patient should ‘just take charge’. Typical
examples will be, on the one hand, an increased
focus on the quality of life or on the effects of
ageing (such as cognitive dysfunction, menopause,
osteoporosis and waning immunological function,
with consequent increase in vulnerability to dis-
ease), and, on the other hand, disorders such as
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obesity, attention deficit, hyperactivity and even
anorexia/bulimia. As the patients or their represen-
tatives respond and ‘take charge’, we should not be
surprised to see a change in what are considered
therapeutic modalities and how they are made
available. We might expect a demand for products
that do not need prescriptions (e.g. minerals, neu-
traceuticals and cosmeceuticals) or for patients to
be able to self-diagnose and use prescription drugs
moved to a ‘pharmacy only’ or to a full OTC status.
Some of these moves may well fit within one or
more governments’ desire to reduce the national
pharmaceutical bill and hence may be something
that has both patient and provider endorsement.
Those seeking to develop therapeutic products
will need to understand these dynamic interactions
and the consequent potential changes in one or
more of society’s approaches to its healthcare.
Indeed, this is another opportunity for pharmaceu-
tical medicine to expand. The speciality should
cover all pharmacologically active treatments, all
disease preventions and all health maintenance
modalities. The objective is to maximize patient
benefits and extend product life cycles, as well as
company sales. Clearly, pharmaceutical medicine
requires an ability to read the direction society is
taking and an understanding that, on a global basis,
various societies can take different attitudes to how
they will regulate and/or classify a therapeutic
agent. However they are classified or regulated,
new therapeutic agents will continue to be needed,
health benefits to deliver now and to be potentially

Better
products
New
knowledge
Development

innovation

Stronger stock /
with ability

significant revenue generators for a business,
allowing investment in future therapeutics. This
is the basic cycle (Figure 2.2) that drives the phar-
maceutical industry.

The R&D process is moving forward as biome-
dical science progresses and disease processes are
better understood. The process of developing a
therapeutic agent is much more than a better under-
standing of a disease leading to a new approach to
its management. The process includes the follow-
ing: first, state-of-the-art technical manufacturing
sciences to ensure a drug substance is pure; second,
appropriate and innovative pre-clinical science to
ensure that a new chemical entity is as safe as
possible before being used by humans; third, the
most sophisticated clinical evaluation methodol-
ogy, which must establish the efficacy and safety of
a new treatment in humans and include a multi-
disciplinary approach to medical, social and eco-
nomic issues of quality of life and cost—benefit.
Finally, the process includes the business manage-
ment of social and political issues inherent in
establishing, communicating and assuring the
value of the new drug within a global economy.

The amount spent on R&D by the pharmaceu-
tical industry has grown logarithmically over the
past few decades, and now the industry outspends
the National Institutes of Health in the United
States (Figures 2.3 and 2.4).

Similar growth in R&D investment has been
seen outside United States, for example in the
United Kingdom. With such a massive R&D effort,

More satisfied

customer (patients,
health professionals etc)

Improved quality
of life

More product use

and _\‘
more profits

Wealthier
shareholders

to raise money/reinvest and
build a self-sustaining company

Figure 2.2 The cycle that drives the pharmaceutical industry
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Figure 2.3 Total UK pharmaceutical R&D expenditure (including capital), 1982-1996 ("estimated for 1996) (from

the Centre for Medicines Research Report, 1996)

the process has inevitably become subdivided into
several functional sections, the following being the
most obvious:

e Basic chemical or structural research: Explor-
ing the genetic basic of a disease or the micro-
structure of a receptor or enzyme active site, and
from that, developing tailored molecules to pro-
vide specific interactions and potential therapeu-
tic outcomes.

e Pre-clinical research and development: Using
biological systems, up to and including animal
models, to explore the causes of diseases and the
potential safety and efficacy of new therapeutic
agents.

e Clinical development: Using humans, both the
healthy and those with a disease, to evaluate the

Molecular biology Pharmacology and biolog

Medicinal chemistry

Toxicology

Concept testing —p Drug design ——

Clinical pharmacology

Clinical validation

safety and efficacy of a new drug. This section is
itself, by convention, subdivided into three
phases.

o Regulatory and societal development: Ensuring
that the entire development of each new thera-
peutic is seen in the context of its need to meet
governmental requirements and that the appro-
priate value-added components (e.g. quality of
life, cost—benefit, evidence-based medicine,
relative competitive positioning) over and above
the basic demonstration of safety and efficacy
are integrated into the product’s database.

e Post-market approval medical affairs: This
involves the promotion of each product by mar-
keting and sales functions and the oversight of
this process by pharmaceutical physicians. Two
other critical post-marketing components are as

Process chemistry
manufacturing

Marketing

Regulatory

Clinical research Medical affairs

—» Product positioning ——p Market
evergreening

Figure 2.4 Integrated drug discovery and development (adapted from Taylor, 1993)
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follows: first, continued learning about the safety
and efficacy of the product in normal medical
practice, as opposed to clinical trials; and sec-
ond, the development of new or improved uses of
the product as more is learned about it and as
medical science progresses.

So, the whole process of developing a new drug is
extremely expensive and time-consuming. Itis also
a very difficult and risky process. Indeed, the
majority of initial new product leads never reach
the level of being tested on humans, and over 80%
of the products that are tested on humans never
become licensed drugs. Of course, all of the many
failed research and development efforts must be
paid for, as well as the relatively few successful
projects. As Figure 2.3 shows, this can only be done
from the earnings on the new treatments that are
developed. This, and the need to return to share-
holders a profit on their long-term investment in the
R&D process, are the basic factors in the cost of
new drug. A major role of pharmaceutical medi-
cine is to ensure that the value of new therapies is

30000 -

25000

clearly demonstrated so that society can see the
cost—benefit of new medicines.

Overall, the process of moving from a research
concept through development to a marketed drug
and then further refining the drug’s value through-
out what marketing would call the product’s life
cycle involves many disciplines. It can be seen in
the terms shown in Figure 2.5. The basic responsi-
bility for establishing and maintaining the safety
and efficacy of a drug involves knowing where all
of these differing functions can have an effect on
the risks and the benefits of medicines for patients.

In the 1950s and 1960s, random screening and
serendipity was the basis of the approach to new
drug discovery. The structure—activity relation-
ships were rudimentary and used simplistic phar-
macophores and animal ‘models of diseases’. This
approach had essentially thousands of chemicals
chasing a few models to hopefully find a new drug.
The 1970s and 1980s have seen the impact of
receptor science. They have seen the development
of protein chemistry and elucidation of many
enzymes and cell surface structures. Finally, the
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Figure 2.5 R&D expenditures, ethical pharmaceuticals, research-based pharmaceutical companies, 1980-2000 (from
PhRMA Annual Survey 1997; 2000 expenditure from Ernst & Young, 2001)
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1990s have seen the impact of enabling biomole-
cular technologies, such as combinatorial chemis-
try, genomics and high-throughput screening, and
computer-assisted drug design, and so in the 1990s,
we have basic pharmaceutical discovery being
carried out at the molecular and disease mechanism
level. As such, we now have many models to
evaluate and have probably reversed the develop-
ment paradigm to one that Dr Stanley Crooke, the
Chief Executive Officer of Isis, has described as
‘target-rich [but] chemical-poor’.

Inevitably, in today’s world, where science
seems to be producing amazing advances almost
weekly, the focus is on R&D and further improve-
ments in healthcare in the future. This should not
cause us to take our eye off the needs of today and
the ability of today’s medicines to be used most
effectively. The value of a new therapeutic agent is
not maximal at the time of its first approval. Much
can be done after market approval to ensure that a
new drug’s utility is both fully understood and
actually realized. The physicians within pharma-
ceutical medicine need to oversee and lead this
process. This requires that they are trained in eco-
nomics and business as well as medicine. Indeed,
some may well go on to specialized courses in
those areas leading to diplomas and even university
degrees.

The rapid advances in the biosciences and our
gains in the understanding of diseases offer the
opportunity of new benefits or uses for drugs to
be developed after they have been marketed. Con-
sequently, there is a real and ongoing role for those
in pharmaceutical medicine to follow the advances
of medical sciences and improve the value of the
drugs of today within the medical and healthcare
practices of tomorrow. This ‘evergreening’ process
is analogous to physicians in their practice learning
about a therapy and, as they come to know more
about the use of the treatment and their practice
dynamics change, modifying the use of that ther-
apy to the maximum benefit of patients.

The management of a drug on the market is a
professional challenge for which no medical
school trains its physicians. The overall process
and skill is an important part of the training within
the speciality of pharmaceutical medicine. This
effort may include the issues of quality-of-life

evaluations, together with the appropriate develop-
ment of evidence-based medicine, of outcomes
research and cost-utility sciences. All of these
are techniques needed within pharmaceutical med-
icine. Used appropriately, they can help not only to
establish the curative value of a new medicine but
also to ensure that the therapy gets delivered opti-
mally.

Just as is one’s personal practice of medicine,
there is no more rewarding experience than the
optimal use of a treatment modality in a complex
clinical case with a successful outcome and a
happy patient; there is an equivalent reward in
pharmaceutical medicine for a physician who posi-
tions a product to deliver the best benefit for all
patients, convinces all those delivering the care to
use the product, and sees a consequent real
improvement in society’s level of healthcare. In
the past, many good therapeutic agents have not
been used as or when they should have been. This
was not because patients in trials have not been
benefited, rather because the value message had not
been positioned adequately for the care providers
and/or for those who have to manage the healthcare
resources of our societies. Even when well devel-
oped and appropriately used for their approved
indication, many drugs take on a new lease of life
as medical sciences change and new therapeutic
uses become possible; for example lidocaine was a
very well-known local anaesthetic and was in use
for decades when it found a new role as an antiar-
rhythmic within the new context of cardiac resus-
citation and coronary care units.

By the same token, as medicine progresses, the
acceptability and safety of a drug can change. Itis a
basic axiom of pharmaceutical medicine that no
drug can ever be considered completely safe. This
is true no matter how much human-use data is
available. For example, PhisoHex (hexachloro-
phene) gained broad usage as a skin wash and
scrub to combat the spread of infection. It was
used in paediatric and neonatal units in hospitals,
by nurses and surgeons, as a scrub and was even
sold over the counter as a teenage acne remedy.
Notwithstanding all this, it became a safety
issue. This was because, as medical science
advanced, more and more premature babies were
able to survive. The skin of these babies was
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more permeable than that of full-term babies, chil-
dren or adults. There was therefore a new poten-
tially ‘at-risk’ group. Hexachlorophene toxicity in
humans was considered to have resulted, and this
led to the product being modified or removed in
many markets worldwide.

The scale of the response to this issue provides a
case history that highlights another skill and train-
ing required within pharmaceutical medicine,
namely crisis management. This is a very impor-
tant technique which is critical in addressing sub-
stantive health issues. In a relatively recent history
of healthcare, there have been several such issues,
for example Zomax, Oraflex, Tylenol tampering,
toxic shock syndrome, Reye’s syndrome, the
Dalcon shield, contaminated blood supply, silicon
implants and the so-called ‘generic drug scandal’,
to mention but a few.

Today, as much as being a leader in R&D, it
is part of the role of a pharmaceutical physician
to recognize new opportunities and to be alert for
any emerging evidence of potential added benefits
and/or new safety issues, as products and those of
competitors are used more broadly outside the
confines of clinical trials.

Many of the areas of expertise needed in phar-
maceutical medicine overlap with the expertise of
other medical disciplines. The most obvious over-
lap perhaps seemed to be with clinical pharmacol-
ogy. Indeed, clinical pharmacologists have a real
interest in the R&D of the pharmaceutical industry
and their training is good for entry into the industry.
However, clinical pharmacology is by no means
the entirety of pharmaceutical medicine. Indeed,
some pharmaceutical physicians will work in even
more basic and theoretical science settings, whilst
others will work in more commercial settings. Of
course, many within the speciality can and do focus
on the development of disease models and the
evaluation of new chemical entities in these dis-
eases. The most modern methods in such areas are
vital to the successful development of new drugs,
and the continued and continuous interaction
between the industry and academia is absolutely
necessary.

Indeed, the distinction between academia and
pharmaceutical medicine is becoming blurred. The
pharmaceutical industry R&D effort is now lead-

ing to Nobel prizes being awarded to those in the
industry for pioneering work on subjects as diverse
as prostaglandins, anti-infectives, and pharmaco-
logical receptors such as the histamine and the
p-adrenergic receptor. The direct interaction
within a company between those involved in
basic research on receptors, active sites or genetic
code reading sites, those synthesizing new mole-
cules, and those testing them in the clinic, leads to
the potential for a very fruitful research effort.

Naturally, the industry as a prime inventor has
the opportunity to carry out seminal work with
entirely unique concepts, even if many of them
do not become therapies for humans. Human is
a unique animal which can, and does, exhibit
unique responses to a new chemical entity. No
pre-clinical work can be entirely predictive of a
successful response in the clinic, and there can, in
the end, be no substitute for human testing. Some
products fail because of safety problems specific
to humans, and some because the early promise of
efficacy in model systems is not realized in
humans.

Those who join this new speciality may come
from many medical backgrounds and can well
spend much of their time doing things other than
pharmacology. In a very real way, those in pharma-
ceutical medicine are practicing medicine. They
are responsible for the products of the pharmaceu-
tical industry that are in use today. As such, they are
influencing the health of far more people globally
than they ever could in the context of their own
individual clinical practice.

Any discussion of the discipline of pharmaceu-
tical medicine today would be incomplete without
a comment on the impact of biotechnology and the
burgeoning biotechnology revolution. This is a
revolution that is driven in a very different way
than that in which the pharmaceutical industry has
classically been run. The prime drivers are a multi-
tude of small venture capital companies which are
espousing the very cutting edges of research in
biologics, genetics and technology. They are lar-
gely managed by a combination of bioscientists
and financiers. In this context, the role of pharma-
ceutical medicine takes on its most extreme var-
iants. At one end are physician/scientists, who are
the research brain of the venture, and at the other
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end are physicians/businessmen, who are the
money-raising voice of the venture. In either of
these settings, pharmaceutical medicine is needed
and the specialist will apply all of the training
components that, as already indicated, compose
this new discipline.

The biotechnology industry is carrying forward
some of the best and brightest projects of the
world’s leading academic institutions. It is moving
pure research concepts through applied research
into development and finally to the production of
remarkable new therapeutic products. This indus-
try has already created two or three new companies
of substance, with sales of over $1 billion per year
and a capitalization measured in billions. More
than these obvious and huge successes, the industry
has spawned literally thousands of venture capital
efforts and new companies developing drugs,
devices, diagnostics and all manner of medical
technologies. Amazingly, this is an industry
which has come into being in the last decade or
two. Like the PC and software industry, it is revo-
lutionizing society’s approach to new product
development and even to what a new therapeutic
agent actually is. Already, companies are finding
that the major transition points in the therapeutic
product development process, from molecular to
biochemical system, to cellular system, to organ
model, to intact organism, to mammalian model, to
humans, are all real watersheds. Pharmaceutical
medicine provides the required understanding of
each of these processes and particularly of the
transition points. In a very real sense, the success
of these emerging companies will be determined
by the quality of their pharmaceutical medicine
efforts.

The new discipline of pharmaceutical medicine
is a speciality which has only very recently become
recognized in its own right as a speciality within
medicine. Indeed, the Faculty of Pharmaceutical
Medicine of the Royal Colleges of Physicians was
only founded in 1989 in the United Kingdom and
the Academy in the United States even more
recently in 1993. Like many new ventures, this
new medical speciality is not seen by all today as
one of the premiere medical roles. However, there
is a growing involvement of academics within the
pharmaceutical industry and Nobel prize-winning

work is being done within the industry. Further-
more, there is a growing understanding within
academia that in the past someone else was capi-
talizing on their intellectual endeavours, so we are
seeing more medical and bioscience academics
patenting their discoveries and going into business.
As this progress continues, the two disciplines of
research and business are coming to realize that
neither can do the other’s work. Pharmaceutical
medicine is the natural common pathway and the
integrating speciality which will fill this need and
will deliver the healthcare advances of the future. If
this is so, then pharmaceutical medicine will
become a leadership medical function in the
twenty-first century. The speciality lies at the con-
junction of changing societal needs for healthcare,
the burgeoning biosciences and the understandings
of how to provide improved quality of life and
cost—utility for patients today. The expertise it
contains and provides includes basic sciences,
such as chemistry and mathematics, applied
sciences, such as engineering, economics and busi-
ness, biological sciences, such as pharmacology
and toxicology, and the medical sciences from
paediatrics to geriatrics and from family medicine
to the individual subspecialities. As such, pharma-
ceutical medicine is one of the most challenging,
exciting and rewarding areas of medicine. It is a
career for those who wish to be in the vanguard of
research on multiple fronts.

2.1 Education and training in
pharmaceutical medicine

Doctors working with the pharmaceutical
industry as pharmaceutical physicians are encour-
aged to undertake training in pharmaceutical
medicine which is the medical discipline or speci-
ality which encompasses their work in medical
departments of the pharmaceutical and related
healthcare companies, in clinical research units
and regulatory bodies. Courses covering general
and specialized aspects of pharmaceutical medi-
cine have been established for many years in a
number of European countries and elsewhere
around the world.
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2.2 Some background to
pharmaceutical physician
education and training

Training opportunities currently available and
recommended for pharmaceutical physicians in
the international field of pharmaceutical medicine
in a global industry have increased enormously in
recently years and space available here cannot
possibly cover them all exhaustively. A recom-
mended source of specific training opportunities
originates from the professional bodies that sup-
port, deliver and endorse training opportunities.
Many commercial training companies run compe-
titive alternatives, and the trainee is advised to
consider all the options that appropriate to
their individual training as well as experience of
others.

The desire to learn through continuous improve-
ment is matched by the desire to improve through
continuous learning. Adequate training can fulfil
these needs, but it is important to apply rules of
measures and evaluation. Only by assessment of
training through competency measurement can the
trainee be nurtured into a position of excellence.

The curriculum vitae offers a simple way to keep
track of training received, but a more detailed
record should be kept by trainees themselves to
illustrate specific examples of how the skills and
knowledge gained from training have been imple-
mented. With this information, the individual can
identify outstanding training needs and, more sig-
nificantly, highlight achieved goals, thus increas-
ing their career opportunities.

All trainees should become aware of the
expected learning cycle and their training needs
with the scope of career options. A proactive trai-
nee should insist on an induction programmed
when starting a new company whatever their status
and experience.

The term trainee may seem pejorative to those
doctors who embark on industry careers with high
levels of educational and professional qualifica-
tions, experience and expertise, and who have
gained their positions through competitive selec-
tion and expectations of effective contribution. Itis
used firstly because there is no ready alternative

and secondly because in the context of the rapidly
changing technological, managerial and organiza-
tional industrial setting, continuing education and
training are an inherent career-long learning pro-
cess, regardless of seniority, longevity or trajec-
tory: ‘we are all trainees now’.

The learning cycle

A simple cycle of events can be assessed continu-
ally as part of an active career plan. Continuing
professional development (CPD) demands that, at
whatever level, training is reviewed and acted
upon. There will never be a situation when there
are no training needs, and this is worthwhile exer-
cise to apply to all activities when considering
training opportunities.

Relating the essential components of learning,
knowledge, skills, attitudes and behaviour, to the
learning cycle of experience, reflection and deli-
berate testing can help clarify training needs
within career objectives. Thus, identify learning
needs, analyse training needs, set learning objec-
tives, design and implement training, evaluate
training.

The evaluation of training, set against the origi-
nal objectives, should allow a competency level to
be assigned. This may be set by the manager or the
employer, and if not, it is worthwhile to include a
grade in a personal development plan (e.g. basic,
competent, distinguished, expert). Personal devel-
opment plans should feature a combination of per-
formance assessment, career plan and business
need.

Induction

Following an analysis of training needs, built
around experience, curriculum vitae and job
description, an induction programme for a new
post or role can be developed. As trainee, trainer
or manager, it is worthwhile applying a simple
template to ensure that key information is under-
stood and all new staff are benchmarked to
accepted quality standards. Review of training
needs will highlight unfamiliar tasks that must be
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taken on board quickly and efficiently and are of
benefit to all parties.

A knowledge and skills profile offers the best
headlines for an induction template. It is important
that the extension of knowledge and skills goes
beyond the simple ‘doing of the job’. There are
five main characteristics to cover.

General knowledge at the corporate level, for
example:

e pharmaceutical business (local and global);

e organization of company (national and interna-
tional);

e product portfolio.

Job-specific roles and responsibilities, for example:
e sales techniques;

e clinical research practices;

e regulatory requirements.

Therapeutic and product knowledge, for example:
e indication and related disorders;

e physiology and pharmacology;

e formulations and competitors.

Other technical requirements, for example:

e marketing plans;

e medical responsibilities;

e statistics, pharmacokinetics.

Transferable skills, for example:

e presentation skills;

e time management;

e teambuilding, leadership.

Such an induction programmed cannot be
immediate unless the company organizes a full
2—4-week induction programme prior to starting
the job. It is essential that the many topics to be
covered are prioritized by setting key objectives.
Other aspects to consider are resources, including
budget and specialized needs. Self-development
may well be essential, when resources are limited,
but care must be taken to be efficient with training
opportunities and not cause conflict with active
roles and responsibilities. Development of compe-
tency comes with time and experience.

There is a subtle difference between competence
and competency worthy of clarification. Compe-
tence is a standard obtained with a particular skill,
whereas competency reflects a manner of behaving
when performing that skill. As such, competences
refer to ranges of skills, whereas competencies
refer to the behaviours adopted in competent per-
formance. As the individual measures his or her
competences and competencies, they and their
trainer must be aware of the difference.

Appraisal and personal development

Following induction, the individual and sponsor
company have a joint responsibility for ensuring
personal development. The benefits to both parties
may be obvious, yet progress must be monitored
continually to guarantee that both parties are satis-
fied with agreed goals and targets. In the events of
dissatisfaction, continual review allows prompt
action and reassessment of goals. Measurement
of training needs is usually performed at appraisal,
and the individual should expect appraisals to be
stretching and challenging, if performed properly.
Appraisals should decide a career plan based on
knowledge, skills and performance to date, that is
recorded competencies.

The sponsor company will consider training an
investment. It does not wish to train the individual
to take a career step out of the company but must
take the risk that this may occur. Appraisal will
measure the adequacy of training for the role or for
the future role of the appraisee. A sponsor company
will want to be sure that the training has a clear link
with corporate business needs, that training is the
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most effective solution to a learning need and,
through continued appraisal, realize that benefits
of training are evaluated beyond course satisfac-
tion.

The usual appraiser will be the line manager of
the appraisee, although itis important that a relation-
ship exists between these two and the sponsor com-
pany departments of human resources and training.
Often, the latter belongs to the same department. A
company template for appraisal and subsequent
training plans — a career plan — is likely to be in
place to enable consistency and efficient measure-
ment across individuals, teams and departments. If
working individually without a career plan, it may
be worth using such an example as a guide.

Whether an appraiser or an appraisee, the first
training to be undertaken may well be a short
course ensuring everyone uses the appraisal pro-
cess in the same manner.

The appraisal will cover many more areas than
training and development needs, for example per-
formance output and relationships, yet ultimately
outcomes from appraisal will focus around the
careers plan and what has to be done to achieve
agreed goals. The training cycle remains the same,
and the five categories listed under induction may
also be used to cover more focused training needs.
At appraisal, it is important to recognise that it is
not only the appraisee who is being measured.
Appraisal is an opportunity to record and assess
support and performance of the appraiser, other
staff and the training personnel, perhaps through
use of multisource feedback (360° assessment).

2.3 Continuing professional
development

A personal ‘syllabus’ will develop through fre-
quent appraisals leading to a continual personal
development programme. When this begins to
include acquired further qualifications and for-
mally evaluated course work, it may be called a
CPD plan. Many supporting professional bodies in
pharmaceutical medicine provide extensive litera-
ture on personal CPD plans, some of which are
mandatory.

CPD is a useful tool for identifying and measur-
ing ‘lifelong learning’; in other words, it can be
described as the data that supports the curriculum
vitae and gives direction to the career plan.

CPD allows for:

planning short-term learning needs;

e recognising previously unseen learning oppor-
tunities;

e involving the employer to match personal needs
with business needs;

e collating a portfolio of evidence to demonstrate
competencies;

e keeping up to date with the chosen profession;

e collating a portable record of progress and
achievement;

e increasing awareness of potential career options;
e analysing strengths and weaknesses;

o reflecting on learning and promoting self-aware-
ness and motivation;

e focusing on development needs and career ambi-
tions.

Regulations and training records

Aside from personal development needs and the
business requirements of corporate progress, the
pharmaceutical industry is one of the most highly
regulated in the world. The strict regulation
extends to matters concerning training and devel-
opment, and the majority of disciplines will find
themselves governed by formal guidelines and
legal requirements for the quality and quantity of
training before and during the specific function. In
the scientific areas, these are usually as GXPs such
as Good Laboratory Practice (GLP) or Good Clin-
ical Practice (GCP), whilst sales and marketing
personnel have to adhere strictly to Codes of



Practice, and regulatory staff must be completely
aware of and work within all aspects across the
regulatory and legal framework.

The medical profession is incorporating CPD
into plans for demonstrating continuing compe-
tency to practise, based on annual appraisals and,
for example in the United Kingdom, a proposed 5-
yearly assessment for revalidation in order for a
practitioner to remain on the general medical reg-
ister and be certified to practise. Everyone should
undertake a professional and ethical obligation to
remain up to date with best practice standards in the
role that they perform.

Apart from direct observation, which must also
be undertaken, the sponsor company management,
sponsor company auditors and external inspection
units can only be sure of correct adherence to
formal training requirements by correct and meti-
culous record keeping. All training and develop-
ment in the pharmaceutical industry must be
recorded and maintained.

The responsibility for keeping the training logs
of staff vary from company to company, being held
either by the human resources or training depart-
ments or by the manager of the department to
which the individual belongs. However, it is
recommended that each individual keeps a copy
of their own records where they can; this can form
part of their personal CPD plan and is inherently
part of the information supporting their curriculum
vitae. It is important to be able to verify the effec-
tiveness of the training undertaken. The simplest
form of record, which details title, date and atten-
dees, does not inform an inspector, of any kind,
whether the training was of value or not.

The most usual way of tracking value is by
comparing the training data against the actual per-
formance changes at appraisal. Again, this may be
viewed as purely a top-level assessment and can
raise more questions than it answers. It is recom-
mended to introduce a direct competency measure-
ment to the evaluation of training. Here, a manager,
coach or trainer will identify the training need prior
to training, and through witnessing, the trainees
‘put into practice’ what they have learnt, be able
to verify through dated signature the success or
failure of the training. It is important, however,
that the training records are not made too complex,
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leading to a maze of information, which serves to
confuse rather than to clarify.

Training sources

Whether self-supporting or with the aid of a
‘training-aware’ sponsor company, the ambitious
trainee has a number of options available in order
to satisfy the identified training needs. Most of
the larger sponsor companies will run consolidated
in-house courses covering a vast array of topics
from specific skills training, for example GXPs,
therapy areas, IT to challenging transferable skills,
for example problem solving, time management,
cultural communication.

In addition, their training programmes will be
indexed to competency measurement and apprai-
sal. In smaller companies and as individuals, such
in-house programmes may not be available. This
need not be a disadvantage. A greater spectrum of
training experience may give greater value to a
personal portfolio and offer a wider outlook of
the bigger picture. The marketplace offering com-
mercial courses to support any of the training needs
for all of the disciplines within pharmaceutical
medicine is huge.

Commercial courses are not usually inexpensive,
and a considered decision must be made based on
previous experience or advice from another source
when applying to become a delegate.

As has been highlighted, networking in the
industry is essential. Training may be competitive
between the commercial companies themselves,
but information on ‘good’ and ‘bad’ courses is
usually shared across sponsor companies. Human
resources or heads of specific departments are good
sources of relevant information. The most effective
commercial training companies are often those that
can tailor their training material to the needs of the
trainees, and this material can be customized to
specific sponsor company requirements when a
group or team is involved. Clearly, the best source
of specific training comes from the professional
bodies supporting pharmaceutical medicine. In the
majority of cases, their primary objective is educa-
tion based in order to maintain the highest possible
standards for their profession.
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2.4 Education and training
programmes in
pharmaceutical medicine

In recent years, a common syllabus has become
established through the International Federation of
Associations of Pharmaceutical Physicians
(IFAPP) from which core curricula for courses
have been derived and form the basis for examina-
tions for diplomas and degrees where these have
been established. The syllabus in pharmaceutical
medicine covers medicines regulations, clinical
pharmacology, statistics and data management,
clinical development, healthcare marketplace,
drug safety and surveillance, the medical depart-
ment, therapeutics and drug discovery.

The first postgraduate course in pharmaceutical
medicine was inaugurated in 1975 in the United
Kingdom by AMAPI (now BrAPP) and was trans-
ferred to the University of Cardiff in 1978. Since
that time several similar courses have been founded
in European universities, most from a close coop-
eration between pharmaceutical physicians, often
represented by the national Association of pharma-
ceutical physicians and academia.

Although there are national variations, to under-
take training where there is an outcome by exam-
ination to obtain a diploma or degree, doctors must
be registered in their country of medical qualifica-
tion, must have undertaken a prescribed number of
years of approved clinical training prior to taking a
post in pharmaceutical medicine and must have
spent a prescribed number of years, usually two,
working in pharmaceutical medicine prior to
obtaining the diploma or degree.

More recently, pharmaceutical medicine has been
recognized and listed as a medical speciality in four
countries, Switzerland, Mexico, United Kingdom
and Ireland, resulting in accreditation of the physi-
cian specialists as the outcome of their training.

It might be expected that the content of courses
following the syllabus in pharmaceutical medicine
would be quite similar. However, cultural differ-
ences and local academic standards and practices
have induced major differences in the structure of
courses and the techniques of assessment and exam-
ination. As it is in the interest of pharmaceutical

medicine in general and pharmaceutical physicians
in particular, working in the international field of
medicines development and maintenance, that there
should be mutual recognition between countries
of the diplomas in pharmaceutical medicine given
by awarding bodies, a process of harmonization
and approval of courses has been established by
IFAPP.

In 2002, the Council for Education in Pharma-
ceutical Medicine (CEPM) was inaugurated by
IFAPP with the objectives, inter alia, of contribut-
ing to the harmonization of existing postgraduate
courses in pharmaceutical medicine and promoting
mutual recognition of equivalent educational qua-
lifications between countries.

Europe

The CEPM has approved diploma courses in
pharmaceutical medicine in United Kingdom (2),
Switzerland, Belgium, Spain (2) and Sweden.
The Faculty of Pharmaceutical Medicine (LLondon)
has recognised two diplomas, in Belgium
and Switzerland, as equivalent to the United
Kingdom.

United Kingdom

The Diploma in Pharmaceutical Medicine was
established in 1976 by the three Royal Colleges
of Physicians of the United Kingdom. The diploma
is awarded by examination once a year by the board
of examiners of the RCPs’ Faculty of Pharmaceu-
tical Medicine. The examination is knowledge
based and comprises MCQs, short questions,
essays and an oral.

Two international courses are available in the
United Kingdom which cover the syllabus for the
diploma. The University of Cardiff in conjunction
with BrAPP offers the postgraduate course in phar-
maceutical medicine which is the world’s longest-
running such course. This is a 2-year part-time resi-
dential structured training programme for registered
physicians consisting of 10 modules, five per year;
each module lasts three days, and the full course
counts 200 hours of teaching.
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The Postgraduate Medical School of the
University of Surrey, as part of its Master of
Science programmes, offers eight core modules
(of the 12 needed for the MSc) as covering the
syllabus for the Diploma in Pharmaceutical
Medicine. These are 3-day modules, which are
part of the full 15-18-month cycle. They comprise
192 face-to-face teaching hours and may be taken
as part of the MSc programme or separately.

The University of Surrey offers a taught Master
of Science programme in Pharmaceutical
Medicine which involves 12 modules, including
eight core and four selected from a number of
options. The MSc is gained following satisfactory
completion of the module assignments and a 25
000-word dissertation in an area of pharmaceutical
medicine.

In 2002, pharmaceutical medicine became a
listed medical speciality in the United Kingdom,
and the specialist training programme was estab-
lished to become the basis of accredited education
and training in pharmaceutical medicine for phy-
sicians. This is a competency-based in-work pro-
gramme over four years which incorporates the
Diploma in Pharmaceutical Medicine as the speci-
ality knowledge base and six practical modules —
medicines regulation, clinical pharmacology, sta-
tistics and data management, clinical development,
healthcare marketplace and drug safety surveil-
lance. A generic module provides interpersonal
and management skills and working to the princi-
ples of Good Pharmaceutical Medical Practice,
ensuring that pharmaceutical physicians practise
to high standards of competency, care and conduct
in their work, common to the ethics and profes-
sionalism of all doctors.

The supervised in-work programme is comple-
mented by module- and topic-based courses. Pro-
gress and achievement is assured through in-work
and course-based assessments, regular educa-
tional and performance appraisal and an annual
independent evaluation, the Record of In-
Training Assessment (RITA), by the RCPs and
Faculty of Pharmaceutical Medicine. The
outcome is the Certificate of Completion of
Training, a recognised European credential of
specialist training common to all medical speci-
alities.

Switzerland

Pharmaceutical medicine is a recognised medical
speciality since 1999 by the FMH, the Swiss Medical
Regulatory body. The Swiss Association for Phar-
maceutical Physicians (SwWAPP) offers, through the
European Center of Pharmaceutical Medicine
(ECPM) Diploma in Pharmaceutical Medicine, a
postgraduate qualification of theoretical and practi-
cal training in pharmaceutical medicine. To qualify,
physicians must have full membership of SwWAPP
and provide documentary evidence of five years
supervised post-graduate training, two years of
which must be in relevant professional activity and
three years in pharmaceutical medicine, including
two years in clinical development and one year in
drug safety, medical-scientific information and
registration.

The committee for postgraduate training
(KWEFB) is responsible for the design of the train-
ing programme and approval of training courses
and centres. Training centres are medical depart-
ments in pharmaceutical companies, clinical
research institutes and hospitals, official institu-
tions and development departments in clinical
research organizations.

Theoretical training comprises 360 hours. The
diploma examination for physicians comprises
written papers, MCQs and oral. The diploma
is recognized by the Faculty of Pharmaceutical
Medicine as equivalent to that in the United
Kingdom.

Belgium

The Free University of Brussels (ULB) has
offered the Diploma in Pharmaceutical Medicine
since 1992 in conjunction with ABEMEP, the
national association of pharmaceutical physicians.
This is a non-residential course consisting of eight
modules. All modules are taught each year, but
students can spread their training over 1-3 years.
Each of the modules takes one full week every
month between November and June, leading to
280 hours of teaching.

Oral and written examinations are organized at
least once a year; it is not required to follow the



22 CH2 PHARMACEUTICAL MEDICINE AS A MEDICAL SPECIALTY

course to register for the examination, provided the
candidate has adequate experience in pharmaceu-
tical medicine.

Physicians passing the examinations are
awarded the Diploma in Pharmaceutical Medicine,
which is recognized by the Belgian College of
Pharmaceutical medicine, established in 2000 by
two Belgian Royal Academies of Medicine.
Holders are added to a specialist register held by
the Belgian College of Pharmaceutical Medicine.

The diploma is recognised by the Faculty of
Pharmaceutical Medicine (London) as being
equivalent to that of the United Kingdom.

Ireland

The Association of Pharmaceutical Physicians in
Ireland (APPI) is the leading force in establishing
Higher Medical Training in Ireland. APPI gained
acceptance for pharmaceutical medicine as a spe-
ciality from the Irish Committee for Higher Med-
ical Training (ICHMT) of the Royal College of
Physicians of Ireland. This was accepted by the
Irish Medical Council in 2004, and the medial
speciality was approved by the Ministry of Health
in 2005. APPI is working with other new special-
ities on the practicalities of establishing the new
speciality, and it has constructed the curriculum
and will work through the ICHMT on the necessary
training requirements for specialist accreditation
for pharmaceutical physicians.

France

The EUDIPHARM programme was established in
1999 based on the University of Lyon with funding
from the European Union. The programme involves
the participation of 14 universities in 1 1 countries of
the EU. There is an international teaching faculty
involving many from the United Kingdom, Swe-
den, Germany and Italy. The course is at variance
with other courses in pharmaceutical medicine in
that during the first year, all students attend three
residential seminars of 3-week duration, represent-
ing a basic training module with 18 sub-modules.
In the second year, students elect to specialize
in one of the series of subspeciality options,

namely drug development, regulatory affairs,
post-marketing monitoring, medical marketing,
attending three to four modules, each of 2-week
duration. In the first year, all courses are at the
University of Lyon, but in the second year, students
move around the various participating universities.
To obtain the diploma, the candidate sits written
and oral examinations and submits a dissertation.
The total number of teaching hours is estimated
at 325.

Spain

The University of Barcelona offers a 2-year non-
residential course consisting of 14 modules
between 4-30 hours depending on the subject.
Courses are taught at the university one day per
week from January to June each year, representing
a total of 222 hours of teaching. Written examina-
tions are conducted twice a year. Successful can-
didates receive a Diploma in Pharmaceutical
Medicine.

The University of Madrid offers a 2-year non-
residential course which consists of 14 modules
from October to June and totalling 300 hours of
teaching at the University. Examinations, written
and oral, are conducted once a year; to register for
the examinations, students must have attended at
least 75% of the courses. Successful candidates
receive a Diploma in Pharmaceutical Medicine.

Portugal

The University of Lisbon has, since 1999, offered a
6-month non-residential course in pharmaceutical
medicine taught every year from January till June.
The course has 11 modules with two 2-day sessions
per month, representing a total of 176 hours of
teaching. Assessments are made at the end of
each module, and only those students who have
passed the 11 assessments and have attended 100%
of the course are allowed to submit a dissertation of
20 000 words at the end of the course. Successful
candidates receive a Diploma in Pharmaceutical
Medicine recognized by the Portuguese National
Board of Physicians, where the ‘Pharmaceutical



Industry’ is listed as a postgraduate competence
(‘capacidade’).

Sweden

There is a 2-year diploma course in pharmaceutical
medicine given at the Karolinska Institute and the
Medical Products Agency, Stockholm, organized
for pharmaceutical physicians in conjunction with
the Swedish Board of Pharmaceutical Medicine.

Germany

There is a Diploma in Pharmaceutical Medicine
in Germany which is provided by the DGPharMed
(German Society for Pharmaceutical Medicine).

Since 2005, the University of Essen-Duisburg
has offered a 2-year course leading to a Master of
Science in pharmaceutical medicine. The course
has 450 hours of teaching in 18 modules and a
further 1350 hours are planned for homework.
The last six months are needed for preparation of
a thesis, its presentation and oral examination.
Although only recently available, this course has
longer heritage, having being transferred from the
University of Witten-Herdecke, which since 1997
offered a course leading to a Diploma in Pharma-
ceutical Medicine.

Italy

In pharmaceutical medicine, efforts are being
made to establish a diploma course at the Univer-
sity of Pisa supported by the Italian Association of
Pharmaceutical Physicians (SSFA).

Non-European
Mexico

Mexico granted pharmaceutical medicine special-
ity status in 1999. There is a 2-year specialist
training programme organized by the National
Polytechnic Institute, Faculty of Medicine, Post-
graduate Studies Section, leading to a specialist
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qualification in Pharmaceutical Medicine. There
is an entry examination to the programme, which
then includes 17 subjects (84 credits) over four
semesters. There are practical rotations through
pharmaceutical industry departments in the fourth
semester.

Argentina

The University of Buenos Aires offers a postgrad-
uate education programme in pharmaceutical med-
icine, comprising 420 teaching hours and 240
practice hours.

Brazil

The Federal University of Sao Paulo offers a
postgraduate course in pharmaceutical medicine
comprising 200 teaching hours and 160 practice
hours.
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Clinical Research
Education and Training

for Biopharmaceutical Staff

Peter Marks

. Introduction

The biopharmaceutical industry is a highly regu-
lated industry where many of the activities and
tasks performed by company staff are defined by
regulations and guidelines issued by international
regulatory authorities. The training requirements
for clinical staff of pharmaceutical companies or
sponsors can be relatively well defined.

The International Conference on Harmonization
(ICH) Guideline for Good Clinical Practices
(GCP), for example, describes a minimum stan-
dard for the ethical and scientific standards for
designing, conducting and reporting clinical
research. The ICH GCP Guideline is the unified
standard for the European Union (EU), Japan and
the United States to facilitate mutual acceptance of
clinical data. The ICH GCP Guideline, together
with other ICH Guidelines, provides operational
definitions of the core competencies needed by
clinical staff to conduct world-class clinical
research.

One of the principles of ICH GCP is that ‘each
individual involved in conducting a trial should be
qualified by education, training and experience to
perform his or her respective task(s)’. Specifically,
regarding the selection and qualifications of moni-
tors, the ICH GCP Guideline states that ‘monitors

should be appropriately trained and should have
the scientific and/or clinical knowledge needed to
monitor the trial adequately’. Most major pharma-
ceutical firms have always had varying degrees of
in-house education and training for staff, supple-
mented (as appropriate) by external workshops,
courses and training meetings. The ICH GCP
Guidelines help formalize the desired elements of
education programs to comply with current GCP
requirements.

What is a competency-based
training program?

Few people come to the pharmaceutical industry
from academia and health-related positions with
the requisite knowledge and skills necessary to
plan, conduct and report clinical research to reg-
ulatory authority standards. This knowledge and
skill usually need to be provided by sponsors to all
levels of new staff by the way of in-house training.

One approach to education and training in
the industry is what is called ‘competency-based
training’. A competency is a skill, knowledge or
behavior required to undertake effectively the tasks
and responsibilities for which an individual is
responsible.
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A competency-based education and training
system (CBETS) details the essential knowledge
and skills needed by sponsor’s staff to complete
the requirements of GCP. The concept of a
CBETS is different to traditional educational and
training approaches. Traditional approaches tend
to address the training needs of individuals based
on their job descriptions. For example, within a
sponsor company, a monitor will receive training
on how to monitor a clinical trial and a physician
will receive training in protocol development. In
this traditional education and training model, the
required tasks are functionally defined. The moni-
tor may not learn much about preparing protocols
and the physician may not learn much about
monitoring. However, each may be intimately
involved in both tasks.

The CBETS asks what tasks the sponsor needs
to do to meet its drug development goals. The
primary tasks of clinical research and good clin-
ical practice can be described rather precisely.
Once one knows what the major tasks are and
what activities are needed to accomplish these
tasks, one can then ask what knowledge and skills
are needed by staff for the tasks and, finally, what
education and training should be provided to com-
municate the knowledge and skills. A CBETS
only asks who is going to do these tasks. Only
when the tasks and activities are fully defined is it
necessary to ask who is going to do it and how
competent they need to be to complete the tasks.
In the example provided above, it is useful for the
physician to have a fundamental knowledge of the
monitoring process even though he or she will not
be performing the tasks. The physician may, how-
ever, be supervising the monitors. It is appropriate
for the monitor to receive advanced training in the
requirements of monitoring as this is one of their
major functions. In terms of protocol develop-
ment, the physician and monitor each need com-
petencies to perform the tasks of developing the
protocol. The CBETS is applicable to behavioral
and management training, as well as technical
training.

Education and training programs in the pharma-
ceutical industry should be designed to provide the
competencies necessary to prevent or remove
obstacles to staff performance.

3.3 Competency-based training
program for staff associated
with conducting clinical trials

The following is a description of the typical knowl-
edge and competencies needed to plan, conduct
and report clinical research in a regulated environ-
ment. Each competency is described along with the
knowledge and skills a sponsor’s representative
would need to be successful in completing the task.

General clinical competencies
Understanding the drug development process

New clinical staff should understand the overall
drug development process. Before new investiga-
tional products can be given to the public, extensive
preclinical and toxicological studies are per-
formed. Staff who will be responsible for the clin-
ical portion of investigational product’s
development need to have an understanding of
the work that has been undertaken to progress the
compound through to the clinical phases. Many
clinical investigators are also involved in basic
research and often will expect the sponsor’s repre-
sentative to be able to discuss the total background
on the investigational product.

This includes understanding the vision, mission
and objectives of the sponsor. Most sponsors have a
company-specific clinical development strategy
and product development system. Individuals
new to the industry should understand the strategy
and function of the major departments comprising
the development process, as well as understanding
the decision-making approach of the sponsor’s
management bodies.

To gain this knowledge, new staff members
should attend appropriate orientation programs
on drug development and, if recommended, Phar-
maceutical Education and Research Institute,
Inc. (PERI), Drug Information Association (DIA)
overview courses on investigational drug develop-
ment or equivalent international courses. There
is considerable literature available that discusses
the drug development process such as the ‘Guide to
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Clinical Trials’ and ‘Multinational Investigational
Drug Companies’ by Bert Spilker. Many regula-
tory authorities also provide useful literature and
guidelines on registration expectations. New staff
should carefully review and discuss with experi-
enced sponsor management and have internal doc-
umentation explaining the company’s systems and
processes. Senior-level staff can also attend the
noted and advanced course on international inves-
tigational product development and regulatory
issues sponsored by Tufts University at the Tufts
Center for the Study of Drug Development.

Understanding good clinical practices

Understanding the responsibilities and obligations
of sponsors in terms of good clinical practices is
fundamental knowledge essential to conduct clin-
ical research. Currently, most pharmaceutical firms
reference the ICH GCP Guideline as the minimum
standard for conducting clinical trials. There are
excellent PERI or DIA overview courses covering
good clinical practices.

The responsibilities and obligations include
knowledge of the elements of informed consent,
the role and responsibilities of Institutional Review
Boards/Independent Ethics Committees (IRB/
IEC) and the importance of Clinical Study Quality
Assurance.

Understanding the regulations
of the countries in which drug development
will occur

Although the US Food and Drug Administration
(FDA) historically has been the dominant regula-
tory authority in the world, in recent years, the other
regions (e.g. EU and Japan) have emerged to chal-
lenge that dominance. As multinational companies
consider conducting a larger proportion of trials
outside the United States, knowledge of global
regulations has become increasingly important.

An understanding of the regulatory structure,
operations and functions is very important to indi-
viduals new to the pharmaceutical industry or new
to clinical development.

Knowledge and skills are required for com-
munication with the regulatory agencies; covering,
for example, End-of-phase I Meetings, IND/CTA
Annual Report, Advisory Committee Meet-
ings, Pre-NDA/BLA/MAA Meetings, Clinical
Hold, IND/CTA Termination and regulatory ins-
pections.

Competencies associated with planning
clinical development

Conceptualization and development
of clinical development plans (CDPs)

Developing an international CDP to answer ques-
tions defined by the investigational product target
profile is a key activity of senior-level industry
personnel. This competency requires an under-
standing of toxicology and clinical pharmacology
to identify clinical target profile criteria. The CDP
defines the critical path for the clinical program and
the clinical budget. The CDP also defines investi-
gational drug development assessment and deci-
sion points, and the project resource (personnel and
budget) estimates.
CDPs will cover

e preparing the clinical section of IND/CTA sub-
mission;

e preparing clinical reports needed to support
IND/CTA submissions;

e clinical research and scientific methodology;

e exploratory INDs (in the United States)/pilot
efficacy studies;

e phase I studies;
e phase II studies;
o phase III studies;
e phase IV studies;

e pharmacokinetic and bioavailability studies;
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e dose-ranging studies;
e dose-titration studies;
e marketing and safety surveillance studies;

e studies supporting over-the-counter switches
(see a separate chapter in this book).

The goal of these plans is to provide a lean, efficient
NDA/BLA/MAA with the minimum studies
needed for registration and approval in the world
markets. The medical, scientific, regulatory and
marketing opinions must be weighed and balanced
in the plans.

Understand and conceptualize clinical
study design

To create a CDP successfully, the individual must
know the basic concepts of research design and
statistics, the concepts of clinical research and
investigational drug development; possess an in-
depth understanding of the concepts of clinical
pharmacology, pharmacokinetics, pharmacody-
namics, toxicology, state-of-the-art therapeutic
medicine and methodology, FDA/EU/ICH thera-
peutic research guidelines and regulatory issues;
and understand basic concepts of project planning
and scheduling. Knowledge of new methodology
(e.g. better use of PK/PD modeling/simulations
and computer-assisted trial design), ‘right-sizing’
trials and alternative statistical designs (e.g. futility
analyses, adaptive designs) are becoming essential
as companies look to improve efficiency and
reduce costs of the clinical development process.

Preparation of the investigator’s brochure (IB)

The IB is a compilation of clinical and preclinical
data on the investigational product that is relevant
to the study of the investigational product in
human subjects and the investigator’s assessment
of risk in participating in the study. The sponsor
compiles clinical information for the preparation
of the IB.

Clinical staff or a medical writing group may
perform the preparation of an IB. The activities
included in preparing the IB include

e coordination of the compilation of clinical and
preclinical data from contributing departments
(e.g. Clinical Pharmacology, Toxicology);

e describing the physical, chemical and pharma-
ceutical properties and formulation;

e preparing a clear, concise summary of the infor-
mation relating to the safety and effectiveness of
the investigational product;

e providing a detailed description of possible risks
and benefits of the investigational product;

e defining a clear rationale for the dosage and
dosing interval.

To prepare an IB, the sponsor’s representative must
understand the fundamental purpose and uses of
the IB, the basic format and content of sponsor IBs,
the clinical pharmacology and toxicology findings,
the investigational product—disease relationships,
the international regulatory requirements govern-
ing IBs and the indications and safety profile of the
investigational product.

Design and preparation of clinical protocols

The clinical protocol describes the objectives,
design, methodology, statistical considerations
and organization of the trial. The sponsor is usu-
ally responsible for developing the protocol in
industry-sponsored clinical trials. However, inter-
nal and external content experts (e.g. specialists,
key opinion leaders) are frequently consulted. Pro-
tocols must be written ensuring medical soundness
and clinical practicality.

Frequently, the sponsor uses a template to com-
plete the sections of the protocol. The tasks of
developing a protocol include

o defining clear protocol objectives;



3.3 COMPETENCY-BASED TRAINING PROGRAM FOR STAFF ASSOCIATED WITH CONDUCTING CLINICAL TRIALS 29

e identifying primary efficacy and safety para-
meters;

e determining appropriate subject selection criteria;
e identifying correct dosages and route.

This could be a two-step process where the proto-
col summary containing all the key elements is
prepared and approved, triggering key operational
activities such as case report form (CRF) and data-
base design, manufacturing and packaging of
investigational product supply. While these activ-
ities are being carried out, the full protocol text can
be refined to meet regulatory requirements and
investigator needs.

To prepare appropriate protocols, staff must
understand research design and statistical infer-
ence for clinical research, state-of-the-art research
designs (e.g. adaptive designs, futility analyses)
and trials, therapeutic area guidelines, good clin-
ical practice, regulatory requirements, guidelines
and country-specific issues, national and interna-
tional medical practices, sponsor protocol review
and approval procedures and possess in-depth
investigational product—disease knowledge.

Clinical protocols are the building blocks of the
CDP and the NDA/BLA/MAA. Protocols specify
the conditions that permit and lead to meaningful
and credible results in clinical programs. Opera-
tionally, protocols provide a written agreement
between the sponsor and the investigator on how
the trial is going to be conducted. This agreement
allows the sponsor to ensure that the study will be
done to the highest ethical and medical standards
and that the quality of the data can be relied upon as
credible and accurate.

All clinical protocols and supporting documents
are reviewed and approved internally by a group of
senior Clinical Research & Development managers.
This group assesses the overall study design and
ability of the study to meet its objectives, as well
as the quantity and quality of the data. In addition,
the group reviews the procedures for the safety and
welfare of the subjects to ensure compliance to good
clinical practices and ethical principles.

The quality of a clinical protocol can be assessed
by how well the elements of the protocol are

Table 3.1 Elements of clinical protocols

Background and rationale

Study objectives

Experimental design and methods

Schedule of assessments

Subject selection criteria

Trial procedures (screening, trial period, follow-up,
assessments)

Adverse event reporting

Trial medication

Premature withdrawal

Subject replacement policy

Criteria for excluding data

Data analysis/statistical methods

Quality control/assurance

Data handling and record keeping

Ethics (e.g. IRB/IEC approval)

Definition of end of trial

Sponsor discontinuation criteria

Signatures

prepared. The elements of clinical protocols are
described in Table 3.1.

The extent of a Background section will vary
with the drug’s stage of development. New clinical
data not already included in the IB should be
emphasized. The Rationale provides a concise
statement of the reasons for conducting the study
and the basis for the dosage selection and duration
that will be used in the trial. Quality protocols
should target relevant information in the Back-
ground and convincing rationale for the study.

Every protocol must state a primary, quantifiable
study objective. Secondary objectives should be
limited in scope and related to the primary ques-
tion. Objectives must be specific and capable of
answering a key clinical question required by the
CDP.

The study design is an important element
in assessment of quality protocols. The overall
purpose of the study design is to reduce the varia-
bility or bias inherent in all research. Good study
design will always address control methods that
reduce experimental bias. These control methods
will often include treatment blinding, randomiza-
tion and between- or within-patient study designs.
The Schedule of Assessments describes a sche-
dule of time and events and provides a complete
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profile of the overall trial design. Good Quality
Schedule of Assessments sections also include
acceptable time windows around the variables
being collected that can minimize protocol
deviations.

The inclusion and exclusion criteria are
described in the Subject Selection part of the pro-
tocol. To a large extent, the success or failure of a
particular clinical trial can often be traced back to
how well these criteria were developed. Good pro-
tocol authors strive to include the most appropriate
patient population to satisfy the study objective
and still include those kinds of patients who will
ultimately receive the drug. Therefore, selection
criteria can be unreasonable and unnecessary in
some cases and vague and not specific in other
cases. The management of concomitant medica-
tions is particularly problematic. The protocol
must attempt to define those medications that are
permitted for intercurrent illnesses and those that
are prohibited as they will interfere with the inter-
pretation of the test medication. Although there are
no easy answers, quality protocols are able to justify
with some precision the rationale for each inclusion
and criteria. How these criteria are applied is
handled in the Screening for Study Entry section.

The efficacy and safety parameters describe how
and when the variables are going to be recorded,
usually in relation to drug administration and
follow-up periods. How adverse events are mana-
ged and recorded are particularly important to the
sponsor and to regulatory authorities. Protocol
authors should ensure that the study defines the
criteria for success or failure of treatment. End
points should be clear and defined. As many
clinical phenomena are open to interpretation,
protocols should provide definitions of variables
and time windows for their collection. If the assess-
ments are purely subjective, provision for observer
truing must be provided. Addressing these issues
will improve the quality and meaningfulness of the
results of the study. Training on such assessments
at investigator meetings before the trial starts
proves a valuable investment.

The description of the management of trial med-
ication is often a source of confusion. Protocols
must include clear directions for dosing intervals
and adjustments. Because patients will never fol-

low a protocol precisely in all cases, provisions for
missing doses or ‘what if’ situations should be
anticipated. Good protocols always include, in
addition, adequate compliance checks of drug con-
sumption by the subjects of the study.

Protocols should predetermine how subjects will
be replaced following dropping out of the study.
This is important because the means by which
subjects are replaced can adversely affect the sta-
tistical analysis. Similarly, a decision concerning
the conditions under which a subject would not be
evaluable must be stated explicitly before the study
starts. This is intended to minimize intentional or
unintentional data manipulation.

The Quality Control/Assurance section addresses
the sponsor’s conduct of periodic monitoring visits
to ensure that the protocol and GCPs are being
followed. The sponsor’s representatives (monitors
or Clinical Research Associates; CRAs will review
source documents to confirm that the data recorded
on CRFs are accurate — this is a fundamental
requirement of quality clinical research. This sec-
tion also alerts the investigator and clinical institu-
tion that the sponsor’s representatives (for
monitoring and/or audit purposes) and possibly
appropriate regulatory authorities (for inspections)
will require direct access to source documents to
perform this verification. It is important that the
investigator(s) and his or her relevant personnel
are available during the monitoring visits and pos-
sible audits or inspections, and that sufficient time is
devoted to the process.

The Data Handling and Record Retention sec-
tion of the protocol will address the requirement to
maintain data (whether on a paper CRF or using an
electronic data collection tool (DCT)) of each trial
subject. It will address expectations of ownership
of the completed CRF data, the investigator’s
responsibility to ensure accuracy and complete-
ness of data recording. This section will also
address the requirements for retention of records
at the trial site in accordance with relevant guide-
lines and regulatory requirements.

The Ethics section of the protocol deals with the
fundamental requirement for prospective IRB/IEC
approval of the trial protocol, protocol amendments,
informed consent forms and other relevant docu-
ments (e.g. subject recruitment advertisements).
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The section will also detail the requireme-
nts for obtaining informed consent from trial sub-
jects.

For trials conducted in the EU, the protocol
must include a definition of the end to the trial
(in an EU member state or in all participating
countries).

The Sponsor Discontinuation section of the pro-
tocol provides a reminder to the investigator that
the trial may be terminated prematurely as a result
of a regulatory authority decision, a change in
opinion of the IRB/IEC, drug safety problems or
at the discretion of the sponsor. In addition,
most sponsors will reserve the right to discontinue
development of the investigational product at
any time.

Design of the format and content
of Case Report Forms CRFs

The CREF is the document used to record all of the
protocol-specified data to describe individual sub-
ject results. Many sponsors use standard modules
to prepare the CRF and are increasingly using
electronic data capture technology.

To prepare successful CRFs, the sponsor’s staff
must know typical clinical practices, therapeutic
conventions, investigator and staff needs, data
management and analysis plans, project-specific
definitions and procedures, CRF completion pro-
blem areas, remote data/electronic entry and
review and approval procedures for CRFs. Ideally,
CREFs should be pretested with internal and exter-
nal experts (e.g. investigational sites).

The quality of a clinical trial can be influenced
by how well the CRF is designed. If the investiga-
tor’s staff cannot enter the protocol data as
required, the sponsor will have a considerable
challenge in trying to interpret the results. There
are a number of design principles that facilitate
the use of CRFs in clinical trials. These principles
include the concepts of standardization and mini-
mization. The sponsor standardizes the design of
CRFs in one consistent international format. This
permits uniform databases, consistency in collec-
tion and more rapid data entry/capture. In addition,
standardization facilitates the monitoring process

and therefore increases accuracy of the data.
Although efficiency is an important variable in
the design process, the systems must also be suffi-
ciently flexible to account for the variances
between projects. Finally, an important principle
of both protocol and CRF design is to collect only
the data needed to satisfy the objectives of the
protocol. The inherent temptation to collect more
data must be resisted.

There are several CRF design characteristics
that define quality CRFs. Some of these
include

e limiting the amount of space or blank fields for
free text;

e providing instructions on the CRF or within the
electronic tool for its completion;

e consistent layout of information within the CRF;

e simple, unambiguous language, particularly for
multinational trials;

e collecting only raw data, letting the computer do
transformation calculations;

e intensive monitor training in the use of the CRFs.

High-quality CRF design is probably the cheapest
investment in big returns on a clinical trial.

Packaging and labeling of investigational
product

The investigational product is the active ingredient
or placebo being tested in a clinical trial. Forecast-
ing investigational drug supplies is important in
that it must be done well in advance of the start date
of the clinical trial. To make this forecast, it is
necessary to estimate, from the CDP, the bulk
investigational product supply needs. Oftentimes,
the protocol summary provides the trigger to begin
packaging and labeling of investigational supplies
for the trial.

To successfully handle drug supplies, the spon-
sor’s representative must know
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the procedures for ordering bulk investigational
product supplies;

models for bulk investigational product quantity
estimation;

investigational product packaging time frames;

protocol-specific and country-specific require-
ments for packaging and shipping investiga-
tional product supplies;

procedures for packaging international investiga-
tional product supplies;

investigational product supply tracking systems;

investigational product ordering and packaging
processes;

general investigational product formulation and
packaging processes and configurations;

protocol design;
randomization procedures;

investigational product dispensing and account-
ability.

Identification and selection of clinical
investigators for study placement
and conducting pre-study evaluation visits

Selecting investigators: The proper selection of
clinical investigators is one of the key success fac-
tors for any clinical program. The investigator
(sometimes referred to as the principal investigator)
has the primary responsibility for the success of the
trial. His or her leadership and direction of sub-
investigators and study staff are critical in perform-
ing the requirements of today’s trials. Time spent in
learning who the best investigators are is well spent
and pays significant dividends in the end.

To successfully identify and select clinical
investigators, the sponsor’s representatives need
to identify internal and external sources of poten-

tial investigators, define investigator selection
criteria, protocol requirements, expected cost of
the study, investigator and facility qualifications,
interview potential investigators and, finally,
schedule and conduct pre-study site evaluation
visits.

The International Clinical Team (ICT) has an
important role in determining the quality selection
of clinical investigators. Selection criteria will
be based upon the needs of the CDP and the indi-
vidual protocols. Quality investigators can be
identified by

e previous clinical research experience;

e previous performance on sponsor and other
company trials;

e their reputation among peers and the quality of
their publications;

e the experience and training of their support staff;

e the quality and reputation of their research
facilities.

Potential sources of quality investigators are
shown in Table 3.2.

Many physicians may need to be considered
before the best investigators can be identified.
Preliminary contact should be done by telephone.
Only those investigators who satisfy the primary
selection criteria need to be visited.

Pre-study visits: The purpose of the pre-study

visit is to evaluate the investigator’s interest and
ability to conduct the study to the required sponsor

Table 3.2 Sources of quality investigators

Clinical leaders/therapeutic area heads
Country company heads/medical directors
Consultants

Colleague recommendations

Investigator recommendations

Scientific and medical literature
Physician directories

Speakers at professional meetings
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standards. Normally, the monitor or CRA conducts
this. Special attention is paid to the quality of the
investigator’s staff and facilities, as well as to the
availability of the required patient population. In
conducting the pre-study site evaluation visit, the
sponsor’s representative determines whether or not
the investigator is qualified by training and experi-
ence to conduct the trial.

The pre-study visit is a professional exchange of
information. The investigator is informed of the
preclinical and clinical background of the drug. Of
primary importance to the investigator is the ratio-
nale for use of the drug and the expected safety
profile. Much can be inferred from the investiga-
tor’s preparation and questions about the investiga-
tional drug. The protocol should be explained,
including the requirements for the patient popula-
tion, the study design and a description of the safety
and efficacy variables.

Other aspects of the study are also discussed
with the investigator, such as the completion of
the CREF, access to source documents and manage-
ment of drug supplies. The nature and form of
informed consent are reviewed. In these discus-
sions, the sponsor’s representative is attempting
to identify aspects of the study that present diffi-
culties or problems for the investigator. Quality
investigators usually have clear understanding
and strategy for the above activities. Examples of
the questions that require answering during pre-
study visits are shown in Table 3.3.

Some objective measure of the availability of the
correct patient population is important during a
pre-study visit. The sponsor’s representative can
often best accomplish this through a chart or hos-
pital census review.

Table 3.3 Pre-study visit questions

How will the protocol specifically operate at the
prospective center?

How will informed consent be obtained? By
whom?

How will source documents be managed?

How will adverse events be handled and followed up?

Serious and nonserious events?

How many studies is the investigator conducting
currently?

The time spent doing this aspect of a clinical trial
will invariably result in better and more timely
results in clinical programs.

Assuming that the outcome of the pre-study
visit(s) is successful, the sponsor’s representative
will need to develop and negotiate study contracts
and secure essential documents.

Competencies associated with
conducting clinical research

Investigator meeting

Sponsors now try to conduct many initiation activ-
ities via an investigator meeting. Such meetings
(which may be in person or utilize videoconferen-
cing or internet technology) can be used to orient
all investigators to the fundamental practical
requirements of the protocol and trial (CRF com-
pletion, investigational product handling, discus-
sion of audits/inspections, etc.). These meetings
provide an opportunity to ensure common under-
standing of issues, subjective grading systems and
so on. However, investigator meetings tend not to
be attended by all the staff who will be involved in
the conduct of the trial at the institution. Inevitably,
this means that the sponsor’s representative has to
conduct study initiation activities at the institution
with some key staff.

Conducting study initiation

The study initiation visit is sometimes confused
with the pre-study visit. The purpose of the study
initiation visit is to orient the study staff (sub-
investigators, study coordinators, etc.) to the
requirements of the protocol. At the point of the
study initiation visit, the study site should be fully
ready to begin all aspects of the trial. The monitor
must ensure that the study medication and materi-
als are available at the site. In addition, all essential
documentation must be completed and available.
Key study documentation is shown in Table 3.4.
All study staff who will have direct involvement
in the trial should participate in the study initiation
visit or investigator meeting. This usually includes
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Table 3.4 Key study documentation

Approved protocol and CRF

Informed Consent Form and Subject Information
Sheet

Investigator’s CV

Written IRB/IEC approval

Local regulatory approval

Signed study contract

Laboratory ranges and accreditation

the investigator and sub-investigator(s), the study
coordinator or research nurse, pharmacist and
laboratory personnel or specialists as needed.

During the meeting, all major points and
requirements of the protocol are reviewed and
discussed. Procedures for subject enrollment are
particularly important as this is the area that may
cause most of the problems for the site. During the
presentation, participants may raise important
medical or logistical issues that have or have not
been anticipated by the protocol authors. It is
important to note these concerns and communicate
them to the protocol authors, as appropriate.

The sponsor’s representative should be compe-
tent in the basic medical and scientific issues of
the investigational product and protocol, know the
target disease or symptoms, be able to train the
investigative staff on the conduct of the study,
confirm facility capabilities, conduct the site initia-
tion meeting, describe adverse event reporting
requirements and be able to resolve protocol issues
during and after meeting.

Conducting clinical trial monitoring

Clinical trial monitoring includes those activities
that ensure that the study is being conducted
according to the protocol. Monitoring permits an
in-process assessment of the quality of the data
being collected. The first alert to safety issues is
often revealed during the process of monitoring the
clinical trial.

Monitoring clinical studies involves the act of
overseeing the progress of a clinical trial. Monitors
ensure that the study is conducted, recorded and

reported in accordance with the protocol. This is
accomplished by the review of paper CRFs or paper
copies of electronic DCTs on-site for possible
errors, inconsistencies and omissions. The monitor
identifies errors and discrepancies that require dis-
cussion with the investigator or staff and any safety
questions or issues. The monitor compares CRFs
with source documents (source document verifica-
tion or SDV), confirming that source data are con-
sistent with CRF entries, identifies all serious
adverse events (SAEs), resolves previous and cur-
rent data queries and confirms completeness of
investigator records and files.

To be a successful monitor, the sponsor repre-
sentative should know how to interpret hospital/
clinic records/charts, laboratory tests and interpre-
tations, query resolution procedures, protocol and
CRF data requirements, medical nomenclature,
SAE procedures and health authority require-
ments. In addition, a monitor needs to have excel-
lent interpersonal communication and problem-
solving skills.

Clinical monitoring requires clinical, interpretive
and administrative skills. The monitor needs to
confirm subject selection and patient enrollment
compliance. Quality monitoring will always include
and confirm the following activities:

e properly obtained informed consent;

e adherence to the protocol procedures and inclu-
sion/exclusion criteria;

e transcription of data from source documents to
the CRF that is both consistent and logical;

e identification of any safety issues including
SAEs;

e proper accountability and reconciliation of drug
supplies;

e continued adequacy of facilities and staffing.

The frequency of clinical monitoring depends on
the actual accrual rate of the subjects. Complex
studies may need to be visited more frequently
depending on the accrual rate of subjects, the
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amount of data and the number of visits. Generally,
most investigators should be monitored every four
to six weeks. The monitors should anticipate suffi-
cient time for good monitoring practices.

Following a monitoring visit, the monitor will
prepare a monitoring report for sponsor records
and follow up correspondence to the trial site.

The monitor may need to plan intervention and
possible replacement of nonperforming or non-
compliant trial centers.

Managing drug accountability

The sponsor is responsible for providing the investi-
gator with investigational product. Both the sponsor
and investigator have a role in drug accountability.

The sponsor’s representative inspects storage of
investigational product supplies, checks study site
investigational product dispensing records, checks
randomization and blinding and maintains records
of investigational product shipments.

The monitor reconciles investigational product
shipped, dispensed and returned, arranges for ship-
ment of investigational product to core country or
investigative sites, checks investigational product
supplies at site against enrollment and withdra-
wals, maintains investigational product account-
ability records, resolves investigational product
inventory problems, implements tracking system
for investigational product management on a study
and project level, arranges for the return and/or
destruction of unused or expired investigational
product supplies and ensures final reconciliation
of investigational product supplies.

Good clinical practices require sponsors to be
able to account for the drug supplies prepared and
shipped to the investigator, the investigator’s use of
those supplies and the return and destruction of
remaining drug supplies. Planning drug supplies
is a detailed and complex activity. Bulk and for-
mulated drug requests must be made at least six
months in advance of the need for those supplies.
This is to account for the ordering of intermediates
or finished drug, purchasing of comparator agents
and for quality control testing.

Drug packaging should follow as consistent a
format as possible within a project, and must be

Table 3.5 Typical labeling requirements
for investigational drug

Route of administration
Dosage

Dosage form

Quantity or volume
Storage precautions
Directions for use

Note: ‘For Clinical Trial’
Caution statement
Expiry date

Local language
Name of investigator
Study number

Bottle number

Lot number

Drug name or code
Manufacturer name
Manufacturer address
Local affiliate name

identical within multicenter trials. Regulatory
documents required for investigational drug use
in the core countries must be anticipated and
made available when needed, for example meth-
ods/certificates of analysis, stability data and cus-
toms declarations.

The typical requirements for drug labels are
described in Table 3.5.

Once the study is underway, the investigator’s
staff must account for the use of the investigational
drug. Subjects should return unused medication
and empty containers to the investigator. The
amount of drug dispensed and the amount used
by the patients are compared for discrepancies.
This provides a measure of compliance by the
study subjects. Monitors must also check that
drug supplies are being kept under the required
storage conditions.

Study drug must be dispensed according to the
randomization schedule. Failure to do so can result
in some of the data having to be discarded during
statistical analysis. This issue can prove to be
problematic when a single site is studying patients
at different locations. Finally, the double-blind
code must not be broken except when essential
for the management of adverse events. The break-
ing of treatment codes can make that patient’s data
unusable for efficacy analyses.

Handling adverse drug events (ADEs)

Safety concerns are present throughout the drug
development process. From the filing of INDs/
CTAs through the conduct of clinical trials to the
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approval process of the NDA/BLA/MAA and
the marketing of the drug, safety is the primary
concern of any clinical program.

Management of safety is a principal responsi-
bility of the sponsor monitor. The monitor has
responsibility for informing the investigator
about the safety requirements of the study. This
will include a discussion of expected and unex-
pected adverse events, how to report adverse
events should they occur and how to characterize
the adverse events in terms of project-specific
definitions.

Monitors are expected to review CRFs and
source documents with particular attention to
potential safety problems. On the CREF, the adverse
event section and laboratory result section are
reviewed for important findings. Often, the inves-
tigator makes relevant notes in the comment sec-
tion of the CRF. In source documents, safety issues
may be uncovered in the progress notes of hospital
charts or the interpretative reports of various diag-
nostic tests, for example chest X-rays and EKGs.
Safety problems can manifest themselves in many
ways. Monitors must be alert to exaggerated
changes from baseline with expected pharmacolo-
gical effects, acute and chronic effects and multiple
drug treatment reactions.

Monitors are often the first company representa-
tives to learn about an adverse event. The timeliness
of reporting the event to sponsor safety group is
important in satisfying regulatory reporting require-
ments. In general, the expectation is that the sponsor
will learn of the event within 24 h of its occurrence.
The monitor should immediately notify appropriate
safety staff of serious ADEs that are unexpectedly
discovered. These strict timelines are designed to
keep us in compliance with the regulatory authori-
ties. Failure to adhere to the reporting timelines
required for regulatory authorities is evidence of
negligence on the part of the sponsor. The sponsor
monitor is responsible for assuring adherence to
reporting systems for managing SAEs and for ensur-
ing that the investigator’s staff is aware of these
requirements of being in compliance with the reg-
ulatory authorities.

The sponsor monitor is responsible for the
timely follow-up of all SAEs. The cases must be
followed to completion. The monitor needs to

collect all required follow-up information on
ADE:s.

To be successful, monitors need to be com-
petent in

e basic medicine and therapeutics;
e recognizing clinical signs and symptoms;
e interpretation of laboratory findings;

e medical practice, nomenclature and terminol-
ogy;

e relevant regulatory requirements;
e protocol requirements.

The sponsor needs to provide ongoing review of
safety data for investigational products.

Closing down the center

Closing down a study is important because it may
represent the sponsor’s last best chance to obtain
the data required in the trial. The study closedown
(closeout) visit usually occurs after the last subject
has completed the trial including any posttreatment
follow-up visits. Drug supplies should be recon-
ciled, and the integrity of the double-blind treat-
ment codes should be confirmed. Any outstanding
queries should be resolved and documented.

Arrangements for retaining source data should
be confirmed with the investigator. In addition, the
investigator should notify the IRB/IEC of the com-
pletion of the study. When the final draft of the
clinical study report is available, it should be given
to the investigator for signature. In multicenter
trials, a single lead investigator may sign a pooled
study report.

Reviewing, editing and verifying in-house
case report data and databases

While the goal of monitoring is to provide ‘clean’
CRFs, it is necessary to review CRFs for



3.3 COMPETENCY-BASED TRAINING PROGRAM FOR STAFF ASSOCIATED WITH CONDUCTING CLINICAL TRIALS 37

consistency and unrecognized errors once they are
received in-house. The use of computer edit and
logic checks supports this effort, where computer
output is verified against CRF data. Discrepancies
are identified and CRF queries are generated for
resolution.

The goal of managing CRFs is to get the data
from the CRFs to a clean database in the fastest
time possible while maintaining the highest level of
quality. To accomplish this task, CRFs must be
ready for data entry at the site. CRFs must be
cleaned on an ongoing basis during the study. To
do this, efficient systems must be incorporated to
simplify the query process. The approach used by
some sponsors permits electronic exchange of CRF
data between the investigator, monitor and data
entry personnel. SDV s still a fundamental require-
ment even when utilizing electronic data capture
and exchange. Computerized checking programs
and edit checks make the process more value-
added for the monitors.

Clinical teams should design database before the
trial begins, reduce the amount of data collected,
use standardized CRFs and complete the review
process on an ongoing basis. The philosophy is ‘do
it right, first time’ at the source.

To be successful, the staff must know how to
prepare CRFs for data entry, be able to verify
database consistency with original records and
CRFs and assure that queries are handled effec-
tively.

Competencies associated with
reporting clinical research

Preparing clinical study reports

The requirements for reporting clinical trials to
international regulatory authorities are similar in
intent but differ in detail. Sponsors approach pre-
paration of NDA/BLA/MAA documentation in a
modular format. Each module satisfies a specific
documentation need. The modules are generally
organized as follows:

e Module I: Includes a basic summary of the study
not unlike a publication. It includes study ratio-

nale, objectives, methods, results and conclu-
sions. Module I also has a large appendix
which includes list of investigators, drug lot
numbers, concomitant diseases and medica-
tions, intent-to-treat analysis, patient listings of
adverse events and relevant laboratory abnorm-
alities and publications on the study.

e Module II: Includes the protocol and any mod-
ifications, CRF, detailed methodology and the
glossary of original terminology and preferred
terms.

e Module III: Presents the detailed efficacy find-
ings including the intent-to-treat analysis popu-
lation and the efficacy data listings.

e Module IV: Presents the detailed safety findings
including the intent-to-treat analysis population
and the safety data listings.

e Module V: Includes individual center summary

reports, quality assurance measures, statistical
methods and analyses and randomization lists.

The skills necessary to prepare a clinical study
report include

e advanced research design, methodology and sta-
tistics;

e preparation and review of study tabulations;

e ability to confirm that study tabulations conform
to protocol design;

e ability to verify study tabulations against com-
puter data listings;

e clarification of outstanding issues regarding data
analysis and presentation;

e drafting of assigned study report sections
according to the clinical study report prototype;

e interpretation of adverse events;

e interpretation of laboratory findings;
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e interpretation of efficacy findings;

e ability to ensure that the conclusions are sup-
ported by the data;

e ability to ensure that reports satisfy regulatory
requirements;

e developing clear, simple graphs, tables, figures
to illustrate and support findings;

e ability to write a clear, concise report that accu-
rately summarizes and interprets the results.

Preparing annual safety reports

Sponsors are required to submit annually to regu-
latory authorities a summary of safety findings of
investigational products. This involves verification
of AE tabulations against computer data listings
and the preparation of safety tables. The current
findings are reviewed and compared with AE data
from the past reporting period.

The sponsor’s representatives must be able to
clarify any outstanding issues regarding safety
interpretation and presentation of the data. As
this information is of critical importance to the
regulatory authorities, the annual report must be
written in a clear, concise manner that accurately
summarizes and interprets the safety results. The
annual report should provide clear, simple graphs,
tables and figures to illustrate and support safety
findings.

Following the submission of the annual report,
safety findings are usually integrated into an
updated version of the IB.

To be able to prepare annual reports, the spon-
sor’s representative should know how the reports
satisfy regulatory authority requirements. The clin-
ical representative should be able to interpret clin-
ical safety and laboratory findings. The ability to
understand computer-generated clinical output and
the organization and structure of the NDA/BLA/
MAA safety database is important.

The annual report and NDA/BLA/MAA safety
update review and approval procedures must be

understood, as well as the procedures for the pre-
paration of the IB.

Preparing clinical sections of NDA/BLA/MAA

The knowledge and skill needed to prepare an
NDA/BLA/MAA include the ability to

o verify individual study tabulations against over-
all summary computer listings;

e prepare brief descriptions of the studies;

e interpret critical clinical safety and efficacy
results;

e interpret laboratory findings;

e develop clear tables, figures to illustrate and
support clinical findings;

e summarize, interpret and integrate the overall
safety and efficacy results;

e prepare NDA/BLA/MAA clinical study summa-
ries, benefit/risk summary, expert reports and
Package Insert.

In addition, an understanding of electronic NDA/
BLA/MAAs and regulatory authority data presen-
tation requirements are useful.

The expert report usually generates considerable
discussion within a project. The sponsor often pre-
pares this document under the guidance of an exter-
nal expert. Although internal experts are acceptable,
it should be remembered that the regulatory autho-
rities are looking for an individual who knows the
drug thoroughly and can express an unbiased opi-
nion of its medical importance. The expert report is
not just a summary but also a critical assessment of
the clinical evaluation of the drug. The expert
report provides an independent assessment of the
risk-to-benefit ratio of the drug and its use. The text
is limited to 25 pages, but may include an ‘unlim-
ited” number of attachments. Many companies have
been creative in font size and two-sided preparation
of the document.
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Certain trends and directions can be recognized
in the preparation of NDA/BLA/MAAs. The ICH
has the long-term goal of harmonizing the content
of European, US and Japanese NDA/BLA/MAA:s.
EU registration dossiers are becoming more
detailed in the process, and are expected to include
integrated summaries in the future. The US FDA
will accept more non-US data for drug approval as
common high standards for clinical trials become
well established in the world. Finally, electronic
NDA/BLA/MAAs will be the norm and are already
required in the United States.

Lastly, how and where are Competencies
Taught?

Quite apart from established in-house training
programs, there is a wide selection of vendors
offering competency-based training. The format
of their programs may include:

e workshops, seminars and lectures;
e self-instructional manuals;
e computer-based training systems;
e videotape libraries;
e job aids;
e preceptorships and mentoring programs;
e educational organizations such as PERI and DIA;
e professional meetings and conferences.
Most vendors advertise widely in the trade
journals, and many of their courses are tailored

to meet the several certifications that are now
available in clinical research or regulatory affairs.






SECTION II

Drug Discovery
and Development

Introduction

How does a chemical become a medicine? A better
question, given the huge attrition rates in drug
development, might be: What governs whether a
chemical becomes a medicine? This section of the
book covers all those disciplines and processes that
are needed for this putative transmogrification.
This can also be called the ‘pre-marketing’
phase of the drug life cycle. It should be noted
that although all this is necessary, it is certainly
not sufficient for commercial success.
Importantly, these chapters have had to be
designed to present the general case. Two major
limitations then automatically arise. The larger
limitation is that whole disciplines can be essen-
tially product specific; hence, there is little about
preclinical pharmacology in this section because a
general case cannot be extensively presented. The
smaller limitation is well illustrated by the disci-
pline of toxicology. In this case, the general prin-
ciples are fairly easily to enunciate, and have been

codified by the International Conference on Har-
monization. However, the toxicology program for
almost every new chemical entity deviates from
these general principles because special studies are
needed in pursuit of product-specific issues that are
uncovered while doing the ‘standard’ tests. Neither
can such custom-designed studies be generalized
here.

Regulatory affairs are so fundamental to precli-
nical and clinical development that it deserves a
section of this book to itself. However, this is a
purely artificial distinction which must not be
allowed to obscure the crucial, intimate and inter-
active relationship between regulation and the
other disciplines that are described in this section.

Lastly, there is some cross-referencing and over-
laps between some of the chapters in this section.
Much in this section would also apply to late phase
IIT and phase IV drug development. This is inten-
tional and again reinforces how an integrated
approach must be taken in drug development for
there to be any chance at all of eventual success.






4 Drug Discovery: Design

and Serendipity

. Introduction

How is it that medicines are discovered? In ancient
times, and even today, tribal people knew the heal-
ing or hallucinogenic properties of indigenous
plants and animals. The knowledge was accumu-
lated through generations, recorded by chant and
living memory and was derived largely from
human experience. Although many of the drugs
in use today were discovered by chance, most
drug discovery scientists engage in directed
research, based on a series of steps, each requiring
substantial scientific input. Although available
facilities, resources, technology focus or even cor-
porate culture can define the procedures followed
by researchers at particular institutions, there are
some obvious, generally applicable milestones in
this process that facilitate the discovery of thera-
peutics.

Targeted medicines and their
implications

The understanding and use of medicines by physi-
cians and healers have evolved significantly, keeping
in step with technological and biological break-
throughs. From the use of herbal remedies to toxic

Ronald R. Cobb and Leslie J. Molony

chemotherapeutic substances (Vinca alkaloids being
anexample of both!), today’sideal case is a medicine
directed at an identified pathological process, and/or
specific receptors controlling these pathologies.
Well-targeted medicines are often substantially
safer, and are likely to have fewer adverse events
(side effects) in a larger patient population than those
with multiple pharmacological properties.

Research and development leading to a new,
well-targeted pharmaceutical product is a long,
complex and expensive process. Historically, the
cost of a new drug has been escalating by close to
$100M every five years. In 2005, the estimated cost
to bring a new drug from the laboratory bench into
the marketplace was US$800 millions (about €670
millions or £450 millions). Average development
time is 7-10 years, although some ‘blockbuster’
drugs have taken 20 years. In the universe, of all
commercial products, these are among the longest
of all development cycles, permitting patent
exploitation among the shortest periods.

Hence, the drug discovery and development
process is a two-part exercise in mitigating the
economic punishment to product sponsors while
maximizing the probability that something that can
be developed successfully is actually found. As few
as 1% of promising lead molecules will be tested in
human beings; fewer than one-third of those tested
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will become marketed products, and among those
only about a half will produce financial returns that
are disproportionately higher than their costs of
development.

Despite the high risk and escalating costs to
develop new medicines, the benefits of pharmaceu-
ticals to human healthcare provide both financial as
well as humanitarian motivation to pharmaceutical
companies and to the individual drug discovery
scientists.

Designing a drug discovery
project

‘Chance favors the prepared mind.” — Anon.

All drug discovery projects depend on luck to be
successful, but research and careful planning can
improve chances of success and lower the cost.
Project teams can streamline the discovery process
by using the tools that can lead to a discovery most
directly. These tools are drawn from the repertoires
of modern biology, chemistry, robotics and com-
puter simulations. In comparison with older pro-
cesses of in vivo screening of huge numbers of
molecules, however, these innovations have not
been associated with shortening of the development

time of 7-10 years (see Figure 4.1). Some think that
modern biology as well as other fields have only
increased the numbers of ‘hits’ overall, whereas
others think that an increase in speed of discovery
has compensated for an increase in regulatory strin-
gency during the last two decades.

The ‘Unmet Clinical Need’
as a market niche

Usually, scientists are directed to research new
targets in specific therapeutic areas based on
unmet clinical needs and market opportunities
that are foreseen in the medium-to-long term.
Both medical and business considerations are
weighed. Larger companies will rarely fund inter-
nal research for drug discovery of orphan drug
products (or products targeting diseases with few
patients). On the other hand, small market niche
needs are often sufficient for smaller companies
(often researching in biotechnology).

Once a medical need and market niche are iden-
tified, and a particular therapeutic area chosen, the
biological research begins. It is during this first
stage of drug discovery that anecdotal clinical
observations, empirical outcomes and ‘data’ from
folk medicine are often employed, if only as
direction-finding tools.
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Figure 4.1 The drug discovery process



Once a direction is chosen, it must be validated
scientifically, within a defined biological system.
Human disease or pathology is usually multifac-
torial, and the first task of the researcher is to
narrow down the search by defining the molecular
mechanisms better; optimally this will be a small
number of pathophysiologically observable pro-
cesses, for example the pinpointing of one or two
types of cells which are etiological.

From that cellular stage, the researcher next
defines specific molecular targets, such as receptors
on or specific isoenzymes in those cells, which
create the destructive phenotype. Is there an anom-
aly in a cell derived from a tumor, to use a cancer
example, which renders that tumor cell unique from
normal cells derived from the same tissue? If the
difference is significant and can be reproducibly
observed in the laboratory, it can be exploited for
drug discovery. In other diseases, the cell which is
identified can be normal but activated to a destruc-
tive state by stimulation with disease pathogens. In
rheumatoid arthritis, for example, the normal T-
lymphocyte is stimulated to react to antigens present
inthe joint, thus developing a destructive phenotype.

The wider effects of inhibiting, modifying or
eliminating this new molecular target on the organ-
ism must also be considered. An enzyme that is
essential to life is a ‘no-hoper’ from the point of
view of the drug developer. The perfect target is
organ-, tissue- or cell-specific, thereby limiting
effects to the system involved in the disease. The
choice of a target for a disease will be critical to the
outcome and performance of the drug, and will
determine what organs or tissues will be suscepti-
ble to side effects. The ideal molecular drug target
is also one which is proprietary, whether having
been discovered in-house or in-licensed.

At this stage, an assessment is made as to
whether the medicine that could result is likely
to be palliative or ‘disease-modifying’. Disease-
modifying drugs (DMD) are those which directly
and beneficially deflect the natural history of the
disease. Nonsteroidal anti-inflammatory drugs
and methotrexate are examples of each of these
in patients with rheumatoid arthritis. Then prob-
ability of one or the other can alter economic
assessments of the research program, and lead to
a go-no-go decision in some cases.
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Combining basic and applied research

Molecular targets are not always obvious, even
though cellular and histological disease patholo-
gies have been well described in the literature. At
this point, the researcher returns to the labora-
tory bench to design critical experiments (see
Figure 4.2).

The design and use of highly specific, monoclo-
nal antibodies (MAs) to proteins (or receptors)
derived from diseased tissue is a common approach
to probing for the correct molecular target. One
refinement of this approach is to use a variety of
these MAs to screen hybridoma supernatants for
activity in preventing a cellular manifestation of
the disease of interest. Taking cancer as an exam-
ple, malignant cells often contain over-expressed,
mutated or absent ‘oncogenes’ (i.e. genes which
code for particular proteins or receptors in normal
cells, but are mutated, and thus cause pathological
overactivity or underactivity of those gene pro-
ducts in tumor cells). Two well-known examples
of oncogenes are the RAS and SRC oncogenes,
which code for the production of RAS and SRC
proteins, respectively. Normal RAS protein regu-
lates cellular division and coordinates the nuclear
changes to alterations in the cellular architecture
required for mitosis (cytoskeleton and cell moti-
lity). Meanwhile, SRC protein is a key signaling
molecule which alters cell growth by modulating
the activation of the epidermal growth factor (EGF)
receptor by its ligand. Many drug discovery efforts
have, therefore, targeted SRC, RAS, the EGF
receptor or any of their associated enzymes.
Thus, for example, RAS inhibitor discovery pro-
jects include prevention of the enzymatic event
which allows translocation of RAS from the cyto-
sol to the plasma membrane in cancer cells as one
way to prevent the effects of RAS.

Taking another example, consider the case of a
novel approach to treating inflammatory disease.
In 1997, a cell or molecular biologist beginning
such a research program might have found reports
in the literature of transgenic mice which, when
genetically engineered to cause monocytes to
express constant levels of the cytokine (TNF),
develop arthritis, as well as some of the early
clinical trials using anti-tumor necrosis factor
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Figure 4.2 Target identification

(TNF) antibodies in human rheumatoid arthritis.
There would also have been a lot of data available
concerning cellular infiltrates in joint effusions,
with monocytes and T-lymphocytes being the
most prevalent. High concentrations of other med-
iators of inflammation, such as interleukin-1p, leu-
kotrienes and phospholipases had also been
reported in rheumatoid joints. The scientist might
then conclude that inhibitors of TNF receptor acti-
vations, rather than antibodies to the ligand (TNF)
itself, could also benefit inflammatory arthropathy.
A range of ways how this might be accomplished
would then present itself: irreversible antagonism
of the TNF receptor, interruption of that receptor’s
transduction mechanism or prevention of the
expression of either TNF itself, or its TNF receptor,
in the nucleus or ribosome.

The investigator might then seek the counsel of
marketing experts and physicians regarding the use
of the antibodies, and again review the clinical trial
data available through the literature on the anti-
TNF antibodies. Such antibodies will be compet-
ing products for a long time in the future, given that
it is difficult to obtain regulatory approval for

‘generic’ biotechnology products, regardless of
the patent situation. But the antibodies are also
unattractive drugs. They are not orally available,
and they elicit of immune responses after several
doses (anti-anti-TNF antibody humoral response).
Thus, these criteria would then be applied when
sorting through the alternative modes of attack on
the TNF receptor. An orally bioavailable, non-
peptide drug might become the goal.

The next question to be answered is whether a
priori the receptor itself, or one of the associated
regulatory enzymes, is likely to be specifically
targetable using an oral, non-peptide drug. Little
literature on this subject was available in 1997,
and no competitor seems to have taken this
approach. The company’s laboratories are then
set to work.

Each individual laboratory (‘lab’) working on
TNF as a therapeutic target approaches the pro-
blem from a different direction. For example, one
lab may seek to inhibit transcription factor activa-
tion by phosphorylation or proteolysis, and to
examine the sorts of compound that may be cap-
able of this. Another group might seek to interfere



with the binding of the transcription regulatory
complex to DNA.

A key decision in each lab is when to incur the
expense, and time to clone the molecular target and
set up the robotized in vitro assays which can
screen compounds with a high rate of throughput.
The best assays are those which relate directly to
cellular events, which allow screening of huge
numbers of chemical compounds and which pre-
dict in vivo responses. Other assays during this
exploratory stage may be used as secondary
screens for candidates identified by the first one,
if at rather slower throughput.

Genomics and molecular biological
approaches

The Human Genome Project has had a significant
effect on target identification. One by-product was
that gene expression profiling technologies were
invented which allowed for direct comparisons of
mRNA levels in normal and diseased cells (e.g.
‘gene microarrays’ or ‘gene chips’; Cunningham,
2000; Clarke et al., 2001). Technologies such as
these allow the pharmaceutical researcher to com-
pare the expression levels of nearly all the genes in

Combinatorial Medicinal
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the genome in one experiment, and in an automated
fashion. Gene expression profiling is useful not
only in target identification as described here but
also in finding significant use in later stages of drug
development such as toxicology, surrogate marker
generation and mechanism of action studies (see
Figure 4.3).

‘Antisense oligonucleotides’ are short, single-
stranded DNA molecules that are complementary
to a target mRNA (Baker and Monia, 1999;
Crooke, 1999; Koller et al., 2000). Once bound to
the mRNA of interest, it is targeted for cleavage
and degradation resulting in a loss of protein
expression. There are several naturally occurring
catalytic RNAs including ‘hammerhead’, ‘hairpin’
and ‘hepatitis delta virus’ introns and the RNA
subunit of RNAase P (Khan and Lal, 2003). Cata-
logues exist where the researcher can simply look
up which genes a particular antisense sequence will
map to, and the use of fluorescent tags can then be
used to probe the location of disease-producing
mutants.

But the pharmaceutical researcher should not
rely entirely on gene expression profiling for target
identification, even though the technology is very
powerful. Gene expression does not automatically
lead to predictable protein synthesis. Protein
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activity and abundance does not always correlate
with mRNA levels (Chen et al., 2002; Gygi et al.,
1999).

The ‘one-gene-one-protein’ hypothesis is now
well and truly dead. Proteins hugely outnumber
genes in all mammals. The term Proteomics has
been coined to describe the analogous study of
proteins within particular cells or tissues (Figeys,
2003; Petricoin et al., 2002; Tyers and Mann, 2003;
Zhu et al., 2003). Moreover, many proteins are
modified after translation in ways that are crucial
in regulating their function. Thus, the application
of proteomics also extends far beyond the target
identification stage in drug development.

Further exploitation of this genomic and protei-
nomic can be obtained by making comparisons of
these data with epidemiological observations in
human populations. Patterns of familial disease,
with mapping to differences between individuals
in terms of DNA or mRNA, can identify which of
many genetic variations is the etiology. This is
known as ‘Linkage Analysis’, and, ultimately, the
precise chromosomal location, relative to the loca-
tion of other known genes, can be found using a
technique known as ‘positional cloning’. An exam-
ple of new target identification using these methods
was the identification of ApoE as a causative factor
in Alzheimer’s disease (Pericak-Vance, 1991).

Mutations which cause disease can arise sponta-
neously. Genetic mapping methods utilizing posi-
tional cloning can help identify disease-causative
genes and their proteins in animals which have
spontaneously developed diseases similar to those
of humans. An example of this type of technology
is the ob/ob genetic mouse, which is obese and has
mutations in a gene for a peptide hormone known as
leptin. A similar mouse, the Agouti strain, is also
obese and has defects in melanocortin receptors,
which develops type II diabetes, and therefore can
be used as an animal model of that disease in
humans. Of course, human disease is rarely as
simple as a single genetic defect, so these models
must be used with some caution when testing drugs
or when identifying the causative genes. Pathophy-
siological studies of organisms that have been
engineered to contain (transgenic ‘splice in’), or
to be free from (‘knock out’) the identified gene is
an extension of this concept (see also below).

The sequencing of genes does not directly iden-
tify new molecular targets for disease. But what it
does dois to permit the rapid identification of target
proteins, because their codes are known. Usually,
only a few trial peptides need then be synthesized,
shaving months off of the discovery process. In
turn, this allows rapid identification and cloning of
new targets for assay development.

4.3 Whole tissue studies

Pharmacologists are often able to develop tissue
and whole animal models of human disease. In
some instances, studies on isolated tissues, such
as blood vessels, heart muscle or brain slices, will
allow a tissue- or organ-specific understanding of
the effects of potential new drugs. Cardiovascular
pharmacologists often study isolated arteries which
are maintained in a physiological salt solution.
Electric stimulation can induce contraction of the
vascular smooth muscle, and the effects of hyper-
tensive drugs on vascular contraction can then be
measured. Historically, these systems were often
used as primary drug screening tools. Because
these methods are much less direct than molecular
screening, they are now relegated to secondary or
tertiary roles as validation of the targets or drugs
discovered, using assays that directly employ the
molecular or cellular targets. Whole animal models
are often seen as critical decision-making points for
a newly discovered drug.

Human pathology is inevitably more complex
than those of rats and mice. Thus, it is often neces-
sary to induce a pathological state by introduction
of a pathogen or stimulant directly into a healthy
animal. The development of new animal models is
atime-consuming process and must be overseen by
the appropriate ethics committees and expert veter-
inarian advice.

Why are in vivo (whole animal) studies still
important to drug discovery? All the new technol-
ogy, as well as mathematical modeling using com-
puters, has reduced but not eliminated the need for
animal experimentation. Computer models still
cannot accurately predict the effects of chemical
compounds on the cell, let alone in systems with
higher orders of complexity, that is whole tissues,



organs and organisms, with their emergent proper-
ties that define the discipline of complex systems
biology. In vivo cells operate in a dynamic and
communicative environment, where an effect of a
drug in one place may well lead to corresponding or
compensatory changes elsewhere. The summation
of these innumerable responses often defeats the
predictions of high-throughput screens and three-
dimensional drug-receptor ‘design the key for the
lock’ calculations.

Invivo target validation also still requires the use
of animal models. It is now possible to monitor
multiple targets within the same cells by intercross-
ing independently derived strains of mice that have
been engineered to express different target genes
and/or to lack one or more target genes. These
models provide a powerful genetic approach for
determining specific events and signaling networks
that are involved in the disease process.

4.4 Other sources of compounds

Pharmacognosy is the science of identifying poten-
tial drugs that are naturally formed within plants or
animals. It is not yet an abundant source of mole-
cules, although The Pacific Yew did recently yield
paclitaxel for ovarian cancer. One large pharma-
ceutical company has concluded an agreement
with a Central American country to preserve its
entire flora and give the company exclusive rights
to any pharmacophores within it.

Combinatorial chemistry

The breakthroughs in technology that have allo-
wed sequencing of genes ‘on a chip’ and high-
throughput screening of compounds in microtiter
plate format have also caused a revolution in
chemical synthesis, known as combinatorial
chemistry.

Biological therapeutics

The chapter on biotechnology drugs enlarges on
this subject in more detail, but suffice it to say here
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that vaccines, antibodies, proteins, peptides and
gene therapies all now exist. These biological
drugs bring with them specific, regulatory, clinical
trials and manufacturing difficulties. Gene therapy,
in particular, carries human safety risks that do not
apply to other classes of therapy, for example the
infective nature of some types of vector that are
employed, and the potential for incorporation of
the test genetic material into the genome in
males, leading to expression of gene products in
offspring.

New uses for old drugs

Lastly, opportunities still exist for astute clinicians
to find new uses for old drugs, and for these newly
discovered uses to lead to new and unexpected
drugs. The recent approval of bupropion as a smok-
ing cessation agent is a good example of a chance
observation while the drug was being used for its
initial indication, which was as an antidepressant.
This has led to realization of the influence of nico-
tine on depression, and investigational drugs of a
new class, based on this alkaloid molecule, are now
being designed. Viagra is another good example of
a drug that was originally designed for one ther-
apeutic action and wound up becoming a blockbus-
ter drug in another therapeutic area.

4.5 Summary

This chapter began with a survey of the modern
methods of drug discovery. Pharmaceutical physi-
cians should be aware of some of the techniques
employed and the rapid rate at which genetic infor-
mation is becoming available. It should be noted
that this modern revolution has not quite comple-
tely swept away the occasional new drug found by
serendipity or astute clinical observation.
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5 Pharmaceutics

It is a triumph of modern pharmaceutics that most
of us do not give a thought to the difference
between a white powder and a tablet, and think
that ‘a drugis a drugis a drug’. This huge presump-
tion is doubtless because we do not, any more,
make pharmaceutical (or Gallenical) formulations
ourselves, and precious few of us have even
observed that complicated process. Nevertheless,
it is important to understand some elements of this
science because of the following:

e Packaged white powders are probably not mar-
ketable, and overcoming Gallenical problems is
a sine qua non for product success.

e A suitable formulation permits the conduct of
clinical trials.

e Formulations constrain clinical trial design.
Among other things, likely bioavailability must
be compared with toxicology coverage, well-
matched placebos may or may not be available,

and special procedures may be required (e.g.
masking colored intravenous infusions).

e Product storage and stability (or lack thereof)
can bias clinical trials results, and dictate shelf-
life in labeling.

e Formulation can strongly influence patient
acceptability and compliance.

For all these reasons, and more, marketing and
clinical input on suitable formulations should be
included in the earliest considerations of project
feasibility, and it behooves the clinical researcher
to be able to provide such input in an informed
manner. Equally, we should understand the con-
straints, difficulties and regulatory ramifications
that all of our colleagues experience, including
those in the research pharmacy. At the end of the
day, product licences are awarded and NDAs are
approved typically after the resolution of at least as
many questions about ‘chemistry, manufacturing,
and controls’ (for which read ‘pharmaceutics’) as
about clinical efficacy and safety.
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5.2 The constituents
of a medicine

‘A drug is not a drug is not a drug’ because, when
administered to a human being, in the general case,
it contains

e active compound at a dose that is precise and
within a limited tolerance (sometimes as a
racemate);

e manufacturing impurities;

e one or more excipients;

e degradants of the active compound;
e degradants of the impurities;

e degradants of the excipients.

Impurities

An impurity is defined as a compound which is the
by-product of the manufacturing process used for
the active compound that has not been removed
prior to formulation. Impurities can have their own
toxic potential, and control of impurity content is
therefore a highly important feature in any NDA.

Excipients

An excipient is defined as a material that is delib-
erately incorporated into the formulation to aid
some physicochemical process, for example for a
tablet, integrity, dissolution, bioavailability or
taste; excipients are typically chosen from among
many compounds without pharmacological prop-
erties (e.g. lactose), although there are examples
where pharmacokinetics change with the excipient
used. There are specialized examples of excipients,
for example propellants are excipients that assist in
the delivery of inhaled drugs to the respiratory
tract. For intravenous infusions or ophthalmic pro-
ducts, the excipients are usually pH buffers or

preservatives, and for dermatological products,
they may include emollients and solvents.

Degradants

A degradant is defined as a compound that cumu-
lates during the storage of bulk drug or finished
formulation. For example, the vinegar-like odor of
old aspirin tablets is due to acetic acid, which is a
degradant due to hydrolysis of acetylsalicylate,
which is an ester.

Formulation-associated intolerability

Many tablets carry printed identification markings
or are color coated; dyestuffs are special excipi-
ents, and allergies to them have been documented.
Formulations also have more subtle, but nonethe-
less differential characteristics such as whether the
tablet was compressed at a higher or lower pres-
sure. Lastly, differential efficacy exists among dif-
ferently colored placebos, and this should therefore
also be expected for active formulations.

Impurities and degradants may possess their
own toxicological properties. Early in develop-
ment, the structures of these impurities and degra-
dants may be poorly characterized. Typically, both
bulk drug and finished product become more
refined as clinical development progresses. Thus,
in order to preclude any new toxicology problems
developing later during clinical development, it is
common practice to use the less pure bulk drug for
toxicology studies. This is commonly accom-
plished by using drug removed from the production
process before the last step, for example before the
last recrystallization. This usually guarantees that a
lower purity, that is mixture with greater molecular
diversity than the drug of interest, will be tested
toxicologically than that to which patients will
actually be exposed.

The evasion of formulation and toxicological
testing by ‘herbal medicine’ manufacturers is com-
pletely illogical in this context. For example, the
Butterbur (or Bog Rhubarb; Petasites hybridus)
contains well-characterized carcinogens. Butter-
bur extract tablets are sold as chronic oral therapies



for bladder dysfunction and migraine prevention,
and claimed to be innocuous on grounds of chemi-
cal purity but without much biological, toxicologi-
cal testing. Similarly, oral melatonin has an
absolute bioavailability of about 15% maximum
and was eventually withdrawn in the United King-
dom and Japan after safety concerns arose
(DeMuro et al., 2000). The types and amounts of
degradants and impurities in these products are
unknown.

5.3 Formulation choice

The formulation chosen for particular drugs is not
random, but the degree to which it is critical varies
from drug to drug. For example, hydrocortisone is
available for at least seven routes of administration,
as tablets, several creams and ointments, intraocu-
lar solutions, suppositories, intrarectal foams,
injections and eardrops. Even newer drugs, with
fewer indications than hydrocortisone, seek greater
market acceptability by providing a variety of
alternative formulations (e.g. sumatriptan is avail-
able as an injection, intranasal spray, suppository
and tablets).

One commonly used principle is to target drug
delivery to the organ where beneficial effects are
likely to occur. This can achieve

o relatively fast onset of effect;
e locally high drug concentrations;

e relatively low systemic drug concentration,
avoiding toxicity;

probably the most common applications of this
principle are the administration of beta-adrenergic
agonists bronchodilators by inhalation and the use
of topical hydrocortisone creams.

Formulation characterization

Various physicochemical properties of bulk drug
can be measured. Some will be reasonably familiar
from medical school biochemistry, for example the
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one or more pK values for active drug or excipi-
ents, or the pH of drug solutions in specified aqu-
eous solutions. The log P is a measure of
lipophilicity, usually measured as the octanol/
water distribution coefficient when the aqueous
phase is buffered at pH 7.4. Powder density is the
ratio of weight and volume occupied by a powder;
some powder particles pack together more effi-
ciently; the familiar comparison between table
salt and talcum powder is an illustration. Particle
size and distribution is often measured using infra-
red devices. Maximum solubility (x mg ml™") in
various solvents is also often helpful not only to
those whose task is to make drugs into prescribable
pharmaceutical formulations but also to toxicolo-
gists estimating a maximum feasible dose in a
given species by a particular route of administra-
tion. Hygroscopicity is a measure of the capability
of a drug to absorb water from the atmosphere;
such drugs gain weight with time, are often less
stable than drugs lacking this property, and may
thus predicate an aluminium foil packaging. Stan-
dard manuals such as Merck Index provide many of
these data.

5.4 Specific formulations

Oral formulations include tablets, syrups, wafers
and suspension according to the excipients used.
Binders are used to hold the various components
together, and examples would be starch or poly-
vinylpyrrolidine (to which dogs exhibit a species-
specific allergy). Bulking agents (sometimes called
dilutants, or, confusingly for a solid formulation,
diluents) include lactose and cellulose; these
increase tablet weight, which can improve produc-
tion uniformity. Silica and starch may also be used
to improve the flow of powder in mass production,
when they are known as pro-glidants. Stearic acid
salts are used to enable tablets to escape from the
press when finished, this being an unusual use of
the term lubricant. Coatings are often sugars or
cellulose and may be employed when a drug tastes
foul. Particular color schemes can be created with
dyestuffs or iron oxide.

Most wafer formulations dissolve in the mouth
and are actually converted into a solution for
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swallowing and gastrointestinal absorption (e.g.
rizatriptan wafer). Benzocaine lozenges are
intended for the same purpose but to dissolve
more slowly, thus batheing the esophagus as a
symptomatic treatment (for example) for radiation
esophagitis; a similar approach is used with anti-
fungal drugs.

Bioequivalence and generic products

Although the subject of their own chapter in this
book, it should be emphasized here that there is no
regulatory requirement for innovative and generic
drugs to have identical excipients. Exemption from
demonstration of efficacy for generic products is
obtained only when bioequivalence with a proto-
type, approved product is demonstrated.

The standards for bioequivalence are similar
worldwide, but as a specimen we can use the
Code of Federal Regulations, Title 21 (21CFR),
parts 320.1-320.63) in the United States. The
regulation states that bioequivalence is ‘. . .demon-
demonstrated if the product’s rate and extent of
absorption, as determined by comparison of mea-
sured parameters, for example concentration of
active drug ingredient in the blood, urinary excre-
tion rates, or pharmacological effects, do not indi-
cate a significant difference from the reference
material’s rate and extent of absorption’.

The data that have traditionally been most per-
suasive have been a pharmacokinetic comparison
of the generic and reference drugs in humans. The
commonest study design is to compare two oral
formulations with the following optimal design
features (21CFR, part 320.26):

e Normal volunteers in the fasting state.

e Single-dose, randomized, crossover with well-
defined reference material.

e Collection of blood samples for at least three half
times of elimination and at a frequency that
captures distribution phase, Cyax and Ty, all
at identical times post-dose for each formulation
being compared.

e When there are major metabolites, then collec-
tions should accommodate at least three half
times of their elimination.

In this case, the Thax, Cmax, AUC and the half
time of elimination for parent drug and principal
metabolites become the end-points of the study.
For combination therapies, these end points have to
be measured and fulfilled for all active compo-
nents, and the therapies should not be administered
separately.

The regulation does not define what a significant
difference might be, although a commonly applied
standard seems to be a formulation whose mean
Tmax> Cmax and AUC is within 20% of the reference
material and is also within the 95% confidence
interval. However, these limits are tightened
when

o the therapeutic ratio of the drug is low;
e the solubility of the drug is <5 mgml ™ ';

e tablet dissolution in vitro is slower than 50% in
30 min.;

o the absolute bioavailability is <50%;

e there is extensive first pass metabolism that
makes rate of absorption, as well as extent, a
factor governing exposure;

e there are special physicochemical constraints
such as chelation, complex formation or crystal-
lization to consider (see 21CFR, part 320.33).

There are also alternative ways to demonstrate
bioequivalence. It may be possible to demonstrate
bioequivalence using well-validated in vitro or
animal methods, and these appear at 21CFR, part
320.24(ii)—(iii). For example, two oral formula-
tions can be compared with an intravenous dose
of equal or unequal size. If the drug is concentrated
in the urine but has negligible concentration in
the blood (e.g. nitrofurantoin antibiotics), then
urine sampling with a frequency that matches the
blood samples could be employed. Multiple-dose



bioequivalence study designs are also available.
Rarely, the testing of bioequivalence at steady
state in patients is needed because normal volun-
teers would face an undue hazard, and patients
cannot ethically be withdrawn from therapy (anti-
retroviral agents are one example). Chronophar-
macological effect can also be exploited, that is
using pharmacodynamic data with a frequency and
timing of end points in much the same way as that
for the blood samples described above. This can be
useful for drugs that are not intended to be absorbed
systemically, for example, the rate of onset and
offset of local anesthesia to a standardized experi-
mental injury.

The Clinical Trials Directive now requires the
filing of a clinical trial application for bioequiva-
lence studies in normal volunteers or patients. In
the United States, an IND is always needed if the
generic drug is without an approved innovator in
the United States, is radioactive or is a cytotoxic.
However, when single- or multiple-dose studies
in normal volunteers do not exceed the approved
clinical dose sizes and there will be retention
samples available for inspection, then there can
be exemption from the need to file an IND. An
IND is needed for a multiple-dose bioequiva-
lence study, when it is not preceded by a single-
dose study. The usual protections for human
subjects are required, and, of course, these
include an approval from the Institutional
Review Board.

Sustained release oral formulations

By definition, sustained release formulations differ
pharmaceutically and pharmacokinetically from
the innovator drug. The excipients and particle
sizes (usually larger) of the formulation are
designed to dissolve more slowly and are almost
always drugs for chronic diseases. The common
advantages are reduction in dose frequency (and
thus, hopefully, improved patient compliance; see
that chapter in this book) or reduction of Cj,,x for a
standard AUC, which can improve tolerability
when adverse events are plasma concentration
related. Regulatory approval of these formulations
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usually hinges on the following factors [see
21CFR, part 320.25(f)]:

e Equivalence of area under the time—plasma con-
centration curve AUC to a an the prototype
‘rapid release’ drug.

e Steady-state plasma concentrations that do not
exceed and are usually within a narrower range
than that of the prototype.

e Absence of any chance of ‘dose dumping’,
because the gross weight of active drug in a
single slow-release capsule will always exceed
that of a single dose of the prototype.

e Consistency of performance from dose to dose.

There are various formulation tactics. Active
drug granules of larger size have smaller surface
area to volume ratios and dissolve more slowly.
These granules can also be coated with different
thicknesses of polymer, and mixtures of these can
be contained within a single capsule. Osmotically
driven tablets slowly release drug through a small
aperture during the entire traverse of the small
bowel. The tablets can be compacted with layers
that have different rates of dissolution and can
also be designed to release their contents only in
relatively alkaline environments (i.e. beyond the
ampulla of Vater). It is illogical to seek sustained
release formulations for drugs with relatively
long half times of elimination (amiodarone,
frovatriptan).

Oral transmucosal formulations

The best drugs for oral transmucosal administra-
tion are those that have high potency and do not
taste bad. For example, among opioids, buprenor-
phine and fentanyl are the two drugs that have
been successfully developed using this type of
formulation. The formulations and excipients
include sublingual pellets, chewable gums and
sugary solids held on a stick, somewhat like a
lollipop.
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Gases

The physics of gases and the partial pressure at
which they can achieve anesthesia is beyond the
scope of this chapter. For one thing, this huge
subject begs the question of how the state of
anesthesia can be measured, and this is one of the
more difficult clinical trial end points. One wit, a
famous British cardiothoracic anesthesiologist, has
commented, ‘If you can tell me what consciousness
is, then I will tell you what anesthesia is’!

Gases are usually administered either ‘pure’ (i.e.
with limits on impurities) or in combination with
excipients, for example oxygen, air or helium in the
gas stream which is vaporizing a liquid haloge-
nated hydrocarbon (validated vaporizers, usually
designated for use with a single active compound,
are required). When the route of administration
includes mechanical ventilator (including a hand-
squeezed bag), then drug economy, occupational
exposure of the staff, carbon dioxide scrubbing and
other pharmacokinetic problems emerge that are
rarely encountered elsewhere. Gas flow can be
measured with various devices, and exhaled gas
concentrations (including carbon dioxide) can now
be measured instantaneously. A rare adverse event,
malignant hyperthermia, is associated with the
inhalation of halogenated hydrocarbons (as well
as some depolarizing neuromuscular junction
blocking drugs), and this can be treated with intra-
venous dantrolene (Strazis and Fox, 1993).

There are some uses for gaseous drugs outside of
surgery. Nitrous oxide and oxygen mixtures are
sometimes used as analgesics during labor or
when transferring patients in pain by road or heli-
copter. In very cold weather, nitrous oxide can
liquefy, reducing the delivered dose; shaking the
container helps.

Helium/oxygen mixtures are used to improve
oxygenation in patients with subtotal airways
obstruction, exploiting the superior flow (pro-gli-
dant) properties of the lighter gas. The use of this
mixture as prophylaxis against nitrogen narcosis at
high inspired pressures (deep sea divers) or to
minimized fire hazard is also well described. Fire
hazard due to oxygen (arguably a gaseous drug
under some circumstances) is important. Patients
are often burned when on oxygen therapy for lung

disease which they are encouraging with an illicit
cigarette. The disastrous fire inside the command
capsule of Apollo 3, during a launch rehearsal on
Pad 39B at Cape Kennedy, started in a pure oxygen,
normal pressure, atmosphere. Reduction in total
atmospheric pressure and excipient nitrogen has
since been employed in all pressurized American
space vehicles, but they still contain supra-atmo-
spheric partial pressures of oxygen, and a fire was
recently reported in the Russian—American Space
Station.

Metered dose inhalers and nebulized
drugs

In general, and with a few rare exceptions (see
below), the inhaled route of administration is the
most difficult that is commonly encountered.
Metered dose inhalers and nebulizers are consid-
ered together here because they are both aerosols of
drug solution.

In textbooks for a general audience, it is custom-
ary to insert, at this point, a graph that relates
aerosol particle size to the penetration by drugs
of various levels of the airway. Particles >10 um
are stated to commonly impact in the pharynx,
those <5 um are assumed to be ideal for alveolar
delivery and those <0.05 pm are said not to deposit
in the lung at all, being liable to be exhaled. This is
an oversimplification.

Particle deposition is actually dependent on a
large number of factors, attested to by a vast litera-
ture in the fields of respiratory medicine, pulmon-
ary physiology and industrial hygiene. These
factors include (with example studies)

e coughing (Camner et al., 1979);
e mucociliary action (Lippmann et al., 1980);

e exercise and minute ventilation (Bennett et al.,
1985);

e mucous production and ability to expectorate
(Agnew et al., 1985);

e apnoeic pause at the end of inhalation (Legath
etal., 1988);



e whether or not the patient is actually having an
asthma attack (Patel et al., 1990);

e breathing pattern, airway calibre, device spacers
and reservoirs (Bennett, 1991);

e the physicochemical properties of the drug(s)
(Zanen et al., 1996);

o lung morphometry (Hoffmann, 1996);

e sampling techniques on which exposure calcula-
tions are based (Cherrie and Aitken, 1999).

The reality is that it is impossible to measure
accurately the lung deposition of inhaled drugs in
humans.

Much vaunted in vitro studies actually use appa-
ratuses that do not model well the anatomy of the
human respiratory tree, let alone one with disease.
The British Association for Lung Research has
recognized this complexity and issued a consensus
statement (Snell and Ganderton, 1998) which
recommends, at a minimum, a five-stage collection
apparatus, examination of a range of particle sizes
0.05-5 pm, a range of flow rates and patterns to
mimic the various physiological states, the devel-
opment of an apparatus modeled on the shape of the
human pharynx, regional lung assessments in three
dimensions, the concomitant use of swallowed
activated charcoal in to minimize systemic absorp-
tion of drug that was swallowed after affecting the
oropharynx and further development of better sta-
tistics for analyzing the data.

The metered-dose inhaler has been in use for
about 50 years and forms the mainstay for the
treatment of asthma, as well as chronic bronchitis
with a reversible component. Great technical chal-
lenge has been experienced in the last few years
due to the need to change excipients (propellants)
in metered-dose inhalers, so as to avoid non-fluor-
ohydrocarbon materials. In comparison with
domestic refrigerators, industrial refrigeration
plants and cattle-generated methane, this contribu-
tion to protecting the atmospheric ozone layer must
be negligible. Nonetheless, these huge drug re-
development costs are now being borne by health-
care systems worldwide. In this case, although a
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bioequivalence approach has been taken when
changing the propellant, clinical studies have
mostly relied on efficacy parameters, again
because of the inability to quantitate lung deposi-
tion, while avoiding systemic drug absorption.
Inhaled insulin is studied on the basis of
both pharmacodynamic and pharmacokinetic
parameters.

A wide variety of nebulizers are now available.
They all have their own physicochemical proper-
ties. In the absence of the ability to quantitate lung
deposition, most modern labels specify the combi-
nation of a new drug with particular nebulizer
device (the labeling for alpha-dornase was the
first to exhibit this change in regulatory policy).
The corollary is that product development plans
should decide, as early as possible, which nebulizer
is intended for the marketplace, and that device
should be used in all inhalational toxicology stu-
dies and subsequent clinical trials.

Intranasal formulations

The absorptive capacity of the nasal mucosa has
been known for centuries: nicotine (Victorians
using snuff) and cocaine (aboriginal peoples
since time immemorial) are the two historical
examples of systemic drug absorption via the
nose. The opposite pharmacokinetic aspiration is
illustrated by anti-allergy and decongestant drugs
which are now administered via the noses in the
developed world literally by the tonne: here, the
intent is to treat local symptoms and avoid signifi-
cant systemic exposure of drugs with varied phar-
macology such as alpha-adrenergic agonists,
antihistamines and corticosteroids. These products
also contain buffers and preservatives.

There is particular interest in the nasal mucosa
because it can provide systemic absorption of
drugs that otherwise must be administered by
injection. These are often polypeptide drugs. Cal-
citonin and vasopressin-like drugs (nonapeptides)
for diabetes insipidus in patients with panhypopi-
tuitarism are examples.

There is a specific guidance document from the
International Conference on Harmonization which
discusses the demonstration of bioequivalence for
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nasal sprays and aerosols. While the intent of this
guideline is to facilitate the development of generic
products for use by this route of administration, it
has been challenged on several scientific and tech-
nical grounds (e.g. Harrison, 2000).

Transdermal and topical formulations

The principal distinction between transdermal and
topical drugs is that only the former is intended for
systemic delivery. Both are subject to the same skin
irritancy testing prior to human exposures; precli-
nical and clinical skin irritancy testing is reason-
ably stereotypical and commodity priced.

Biologically, the skin is designed to be a barrier.
Evading this barrier is not easy, because drugs must
traverse both live dermis and dead epidermis. Lipo-
philic drugs tends to form a reservoir in the former,
even after traversing the hydrophobic latter. As in
oral transmucosal administration, potent drugs,
with modest requirements for mass absorbed and
reasonable lipophilicity, are the best candidates for
transdermal delivery. Fentanyl, nicotine and sco-
polamine are good examples.

Suppositories are probably the clearest illustra-
tion of cross-cultural differences in pharmaceuti-
cals. A surgeon on a famous ocean liner has
commented that ‘Part of the problem stocking
one’s pharmacy is that one needs three times as
many products as when working on land: Tablets
for the Brits, shots (injectables) for the Yanks, and
suppositories for the French!’

However, this route of administration is emi-
nently logical, in several circumstances. For the
acute treatment of migraine, oral drugs are often
vomited (sumatriptan). For treating acute asthma,
children often cannot use an inhalational device
properly (theophyliine). For perioperative antibio-
tics, patients are often nil by mouth (metronida-
zole). For inflammatory bowel disease and
proctitis, this is simply a topical administration.

Diazepam and paraldehyde administered rect-
ally are effective for terminating a seizure, espe-
cially in children, without the need to find a vein.
Use a glass syringe for paraldehyde.

Vaginal pessaries are suppositories designed for
a more acidic environment than that found in the

rectum. Topical uses include treatments for Can-
dida albicans, and Trichomonas infections, as well
as for preparation of the cervix prior to induction of
labor. Contraceptive devices are outside of the
scope of a chapter on pharmaceutics, although
the nonoxyl containing sponge pessary is a unique
formulation. At the time of writing (May 2006),
there is controversy over whether mifepristone
is associated with greater clinical hazard when
administered per vagina in comparison with
being swallowed.

Injectates (s.c., i.m, i.v.)

The solubility of a drug and the compatibility of a
particular solvent with the site of injection are
interrelated factors governing the suitability of
this route of administration and the pharmaceutical
formulation that is employed. The route of admin-
istration may also be governed by tolerability
aspects associated with the formulation. If a drug
cannot be dissolved in a concentrated manner in a
suitable vehicle, then often dose size must
increase. For example, intravenous injections of
penicillin-type antibiotics are much more comfor-
table than when the same dose is administered
intramuscularly.

Intravenous formulations are probably the least
demanding of all injectates; the human vein is quite
robust, although venous irritancy is often encoun-
tered in clinical trials. A surprising example of this
robustness is seen when inducing anesthesia with
thiopental sodium (sodium thiopentone). The
upper limb veins tolerate these alkaline solutions
with impunity, but the solutions are very damaging
when administered occasionally and iatrogenically
into the cubital fossa; a solution at pH 9 can cause
serious injury to the structures at the elbow, includ-
ing the median nerve.

Organic solvents are often used to enhance the
rate of absorption from subcutaneous or intramus-
cular sites of administration. For example, benzyl
alcohol and sodium benzoate are used to dissolve
diazepam, and extravasation of this formulation is
not as serious a problem as for thiopental.

Water-soluble drugs are usually also hygro-
scopic. If not shipped and stored as solutions,



then an anhydrous environment is needed for pro-
duct stability. This is most easily achieved as a
lyophilized powder in an evacuated and sealed
glass vial. This can be reconstituted with water or
saline immediately prior to injection. Lyophili-
zates in stoppered vials can also be subjected to
gamma irradiation to ensure sterility. Stability stu-
dies should include not only the range of tempera-
tures and humidities (see below) but also with the
vials inverted.

Rarely, adverse events are reported when an
apparently innocuous formulation is administered
via wrong route. Usually, these problems arise
because of excipients that the typical physician
takes little interest in. As one example, intravenous
remifentanil is formulated with glycine, and hence
it is not well suited for intrathecal administration.
The intravenous administration of liquid enteral diets
is occasionally achieved in spite of all precautions with
non-Luer equipped tubing and prominent labeling;
profound metabolic acidosis is the result.

The development of an injectate is often one
tactic used for obtaining a patent. Even though a
composition of matter patent (i.e. the structure of
the drug molecule itself) may be old, the develop-
ment of a nonobvious injectate and its method of
use for a new indication, may be sufficient to obtain
a further patent and thus extend effective proprie-
tary coverage. Such patents are usually stronger in
North American than in European jurisdictions.

Packaging

The selection of an inert package is an essential
part of the pharmaceutical development of a drug.
There are many standard stoppers, plastic and glass
bottles, and so on with which regulatory authorities
are very familiar and for which drug master files are
already in place. Stability studies must be con-
ducted, of course, in the same sorts of packaging.

Packaging, nonetheless, degrades, and over a
period of months or years an apparently imper-
vious material may permit the ingress of water.
Foil wraps are generally available for all tablets
and are usually the most impervious of all materi-
als; however, these can be inconvenient for patients
with arthritis. PVC blister packs are at the other end
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of the spectrum: Padfield (1985) has provided one
example where a 0.8% increase in tablet weight
within a PVC package occurred within 12 weeks.

Drugs, both investigational and prescription, are
today transported over great distances. Airlines
often advertise their cargo holds as pressurized
and temperature controlled, but even so require
special arrangements for the conveyance of live-
stock. The potential for condensation during
unloading at a humid airport, or degradation
because the pallet sat for several hours on the
unshaded tarmac in Dakkar, is great.

5.5 Stability testing

Stability testing of drugs is its own subspecialty.
In brief, it is the research pharmacist’s duty to
stress test drugs in storage using factorial combina-
tions of

e low and high temperatures;

e low and high humidity;

e exceeding the labeled drug shelf life;

e in contact with all feasible components of the
packaging (e.g. both the glass and the stopper of

a vial, the latter by inverted storage);

e exposure to bright and subdued light (in some
case clear and amber glass bottles).

It is these data that justify approval and contin-
ued marketing of a drug that complies with
the ‘quality’ criterion of the oft-quoted triad
‘safety, efficacy, quality’. This is usually not a
trivial exercise.

5.6 Innovation in pharmaceutics

Innovation has always been a very visible activity
in pharmaceutics. As noted above, we very rarely
administer powders out of paper cones today.
Particular drugs have driven innovation, even
though the new formations later find broader use.
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For example, the dry-powder inhaler was initially
devised for sodium cromoglycate (which is almost
insoluble), but it is now also helping to solve the
metered-dose inhaler with hydrofluorocarbon pro-
pellant problem. The intravenous emulsion of pro-
pofol was unique, again being invented out of
necessity, but is now also used for antifungal
agents. There are several other examples of truly
unique formulations or routes of administration
that we may expect to be further exploited in the
future. AIDS-associated infective retinitis is trea-
ted with a drug administered by intraocular injec-
tion, and the current parlous state of retinal
detachment treatments suggests that this route of
administration may find wider use.

What are we likely to see in the future? Novel
pharmaceutical formulations seem to fall into two
groups, those being used for gene therapy and those
being used elsewhere.

Investigational gene therapies are comprised of
two components: the DNA itself (the ‘construct’)
and usually a method of delivery (‘the vector’).
Naked DNA can be injected but its expression is
inefficient. Vectors may include viruses. However,
such viruses have to be human, and their attenua-
tion sometimes is lost after administration, leading
to very serious adverse events. Nonviral vectors
can include targeted liposomes, microspheres and
emulsions.

Needleless injectors have been available for
decades, yet still seem to be underused (the needle-
less injector used by Dr ‘Bones’ McCoy of the
‘USS Enterprise’ is clockwork, develops several
thousand pounds pressure per square inch, and
feels like a mild middle-finger percussion when
used over the deltoid). It turns out that cell mem-
branes become transiently leaky when exposed to
high voltages: otherwise insoluble or excluded
drugs can enter the cell under these conditions,
and the device that performs this is known as an
electroporator.

5.7 Summary

The objective of this chapter has been to provide
some appreciation of the complexity of pharmaceu-

tical development. Understanding the vocabulary
will help participation in team meetings where
pharmaceutical and clinical development must be
coordinated. A chapter on this scale will never
equip the generalist to conduct pharmaceutical
development. But, at the very least, it should now
be clear that a drug is not a drug is not a drug.
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6 Nonclinical Toxicology

Frederick Reno

Testing new pharmaceutical agents for tolerability
in nonclinical studies is a critical aspect of any
development program. Usually, in the ‘discovery’
stage, in vivo or in vitro studies establish the phar-
macological profile of the new drug and a rationale
for its potential clinical efficacy. At this stage, the
potential agent can be considered a new chemical
entity (NCE) or perhaps an analog or metabolite of
an existing one. Preliminary studies are also made
with respect to drug absorption, metabolism and
excretion. In many companies, drug metabolism is
a separate entity from the toxicology function but,
for the sake of completeness of this chapter, a
discussion of this important research area will be
included. At some point, a decision is made to
move the agent into the ‘development’ phase, and
the initiation of nonclinical toxicology studies
necessary to establish safety for initial clinical
trials is started.

. International harmonization

Initially, over a period of four decades or so, indi-
vidual regulatory authorities in the United States,
Japan and across Europe established their own

guidelines for the types and extent of preclinical
studies required prior to various types of human
exposure to investigational products. Although
often providing detailed guidances, these jurisdic-
tions rarely said the same thing, and designing a
single nonclinical toxicology program that would
be universally accepted was difficult, if not impos-
sible. The International Conference on Harmoni-
zation (ICH), a tripartite group that consists of
regulators and pharmaceutical company represen-
tatives from the three geographical areas, has now
been meeting for several years with the aim of
harmonizing many aspects of the drug develop-
ment process including preclinical toxicology.
The ICH guidelines (in either draft or final form)
for nonclinical studies are now applicable in all
three geographical areas and will be identified
throughout this chapter.

. Good laboratory practices

In addition, all nonclinical toxicology studies that
are intended to support clinical trials or marketing
applications must be conducted in compliance
with Good Laboratory Practices guidelines
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(GLP; Federal Register, December 1978; also see
Williams and Hottendorf, 1997). These define
technical matters such as laboratory methods,
documentation, data handling, instrument cali-
bration and much more connected with the
actual conduct of toxicology testing at the bench
level.

6.3 Considerations related to
the clinical development plan

The nature, timing and extent of the initial non-
clinical toxicology program depend on the clinical
development plan that it must support. The ICH
guidelines further specify the extent and duration
of nonclinical studies that are required to initiate
or continue clinical studies (Federal Register,
November 1997, and see below). Therefore, it is
important that the clinical development plan, at
least the initial stages, be clearly delineated.

Initial clinical studies

Usually, the initial clinical goals are to study toler-
ability and to provide initial pharmacokinetic
assessments. These studies may only involve sin-
gle doses of the drug administered to normal volun-
teers. Such a clinical study would require a
restricted set of toxicity studies to support safe
use of drug in this situation. On the contrary,
some companies achieve economies by having
the initial toxicology program to be sufficient
to support not only initial clinical studies but also
phase II. The toxicology studies may then involve
repeated doses over a period of weeks. Thus,
the initial clinical studies must be determined
before the nonclinical program can be designed.
One small exception to this is that recent guidances
provide a certain amount of relief from standar-
dized toxicological testing, when the clinical expo-
sure is a ‘microdose’, usually defined as less than
100 pg in absolute mass or less than 30 nanomoles
of a polypeptide, and without the use of any exci-
pient thatis not on the ‘generally recognized as safe
(GRAS)’ list.

Initial proof of principle

In most cases, a proof of principle (i.e. initial
indication of clinical efficacy) during early phase
II clinical studies will require clinical treatment for
some period of time, ranging from days (diagnostic
agents, etc.) to weeks or months (for other types of
drug). As exposure of patients in clinical trials (in
most cases) cannot last beyond the duration of the
animal studies, careful consideration of the devel-
opment schedule must be made so that no delays
are caused through lack of toxicological coverage.
This requires that the appropriate preclinical
reports are available prior to the planned initiation
of the clinical trial.

Enrollment of women

Most regulatory agencies now request that women
be enrolled into the clinical studies as early in
phase II as possible. Since thalidomide, reproduc-
tion and teratology studies have been required prior
to enrollment of large numbers of women in clin-
ical studies, in some cases, depending on the pro-
posed indication for the drug, postmenopausal or
otherwise reproductively incapable women can be
enrolled. However, the timing of the enrollment of
women needs to be understood well in advance so
that the lack of appropriate nonclinical reports does
not hinder clinical development.

6.4 Consideration of regulatory
strategy

The European Clinical Trials Directive has now
standardized the submissions to regulatory authori-
ties needed for phase I studies within the
European Community. The data in support of
such submissions are now more or less the same
as for an IND in the United States, and there is
comparable institutional review board/ethics com-
mittee review and oversight on both sides of the
North Atlantic. The preclinical manager must keep
a close eye on the pace of such studies so that the
preclinical testing for phase I in humans, which
is usually rate limiting, causes as little delay as
possible.



6.5 Initial nonclinical
considerations

Formulation Aspects

It is desirable to carry out pivotal nonclinical
studies using the proposed clinical route of
administration and with a formulation that best
approximates that anticipated for initial clinical
usage (this is unlikely to be the exact formulation
that is eventually marketed). Factors such as
method of synthesis, excipients and appropriate
vehicles usually evolve from bench-scale drug
supplies and simple vehicles to more sophisticated
pharmaceutical formulations (‘Gallenicals’) as the
program proceeds.

Scale-up of manufacturing processes can result
in bulk drug with different impurity profiles. As
adverse effects may be due to parent drug, meta-
bolites or impurities, this factor must be carefully
considered when preparing preclinical plans to
support human exposure. Furthermore, tablets or
capsules cannot be given to most animal species,
and the nonclinical studies are therefore carried out
using dosing solutions or suspensions. The type of
formulation can affect the pharmacokinetics of the
drug, thus altering the toxicological profile, mak-
ing comparison of animal and human pharmacoki-
netics, in the context of the formulations used, into
acritical element in the evaluation of human safety.

Impurities/stability

Early-stage small-scale synthesis methods will
often create a different profile of impurities or
degradants than drug supplies produced by
scaled-up processes. Every batch of drug used in
nonclinical studies must have a certificate of ana-
lysis that clearly specifies the purity levels and the
quantities of impurities (which may include resi-
dual solvents, unreacted starting materials or
degradants). The impurities must be reviewed in
terms of the potential contribution that they can
make to toxic effects that may be manifested in the
nonclinical studies. There are ICH guidelines that
pertain to impurities and to the extent to which
additional toxicity studies need to be performed
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with impurities (Federal Register, 4 January 1996; 19
March 1996). In general, a useful tactic is to conduct
toxicological studies with samples of material that
are intentionally less pure than those to which human
beings will be exposed, so that ceilings for exposure
to both parent molecule and the impurities and may
be simultaneously as high as possible.

Of equal importance is the stability of the drug in
the nonclinical formulation. This can determine
whether the nonclinical formulations must be pre-
pared daily or weekly. If drugs are to be given
orally, it is obvious that they must be resistant to
degradation of gastric acids and must be stable in
the formulation itself (water, carboxymethylcellu-
lose suspensions, etc.). As will be discussed in
more detail later, this requires the availability
of an analytical method at the earliest stages of
development.

Drug requirements

The amount of bulk drug that is typically required
to carry out the nonclinical studies may be a big
surprise in comparison to that needed for initial
clinical studies. Although many biologically
derived drugs may require relatively small quanti-
ties, due to the potency of the material or the
limited number of nonclinical studies that are pos-
sible (see below), a typical program needed for
“first time in man’ drugs that are relatively nontoxic
may require 2—3 kg of active drug. For many com-
panies, this can be difficult from either a manufac-
turing standpoint (small quantities synthesized
prior to scale-up) or cost.

Analytical methods for dose
and plasma determinations

GLP regulations require confirmation of the
potency of all formulations used in nonclinical
studies. Furthermore, current ICH guidelines also
require toxicokinetic data (i.e. animal pharmaco-
kinetics determined at one or more time points
during a nonclinical toxicology study). Both the
potency and the toxicokinetic assays require an
analytical method to determine the parent drug
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(and possible major metabolites) in solvents and
plasma. Such assays need to be separately vali-
dated for each nonclinical species, as well as for
each biological substrate (blood, urine, cerebros-
pinal fluid, etc.).

Appropriate species

The selection of the animal species for the non-
clinical program is often not straightforward, espe-
cially in the early stages of development. At this
stage, there is often little, if any, information on
which to make a scientific judgment about which
species might be the most appropriate, i.e. which
species will best predict response in humans. In
these cases, regulatory agencies have a default
position requiring the use of both a rodent and a
non-rodent species. The typical approach would be
to use a rat and a dog for the general toxicity
studies, and mice or rabbits (the latter are now
classed as lagomorphs and not as rodents) for
other more specialized studies. Topical formula-
tions are another special case, and the rabbit is
commonly employed.

Primates may be needed when it becomes
clearer that the parameters of interest (hematology,
blood chemistry, histopathology, etc.) can only be
studied in species that are phylogenetically closer
to H. sapiens. This is often the case when candidate
drugs are proteins (e.g. animal-derived monoclonal
antibodies), and antibody formation may be major
issue and may dictate the choice of species. For
example, it may be known that only the chimpan-
zee does not develop neutralizing antibodies to the
drug, which would lead one to select that species as
the nonclinical model.

6.6 Toxicological support pre-IND
and for phase I clinical
studies

The preliminary evaluation of the safety assess-
ment of any new drug requires multiple studies,
some of which evaluate general and multiple end
points (such as general toxicity studies). Other
studies evaluate more specific and defined end

points (such as mutagenicity studies and safety
pharmacology studies). Drugs that are derived
from a biological origin, such as proteins, mono-
clonal antibodies or drugs produced by biological
vectors (or what are generally referred to as ‘bio-
technology products’), present additional problems
that require a significantly modified approach. The
ICH guidelines recognize that unique approaches
may be needed, and it has addressed this in a
further guideline (Terrell and Green, 1994; ICH,
1997). This section will elaborate on those studies
that are needed to support the safety of a typical
xenobiotic agent; the same general principles fol-
low for biotechnology products, although they are
usually necessary but not sufficient.

There are two types of guidelines that must be
considered in initiating the nonclinical program.
The first relates to the types of studies required; the
second relates to protocol requirements for the
studies themselves.

Types of study

The types of studies needed are dictated by national
regulatory requirement, although ICH has promul-
gated an international guideline (Federal Register,
25 November 1997) that is progressing through the
final review stage at present. These studies, out-
lined in Tables 6.1 and 6.2, vary somewhat by the
phase of the clinical trial and may still vary among
countries where the trial is being conducted. The
US Food and Drug Administration (FDA) has also
published guidelines that outline the requirements
necessary to initiate initial clinical studies (FDA,
1995). This latter document focuses more on the
extent of study documentation required than on the
study types and allows for data to be submitted that
is not in final report form.

The following sections briefly describe the stu-
dies that would typically be performed to support
initial studies in humans. Additional specialized
studies might be needed to study the potential for
an effect that might be characteristic of drugs in the
particular class in question (e.g. antibody determi-
nations for some biological products, neurotoxicity
studies for drugs acting on the central nervous
system, etc.).
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Table 6.1 Duration of repeated-dose toxicity studies to support phase I and phase II clinical
trials in the EU and phase I, II and III clinical trials in the United States and Japan®

Minimum duration of repeated-dose toxicity studies

Duration of clinical trial Rodents Non-rodents
Single dose 2-4 weeks” 2 weeks

2 weeks 2-4 weeks® 2 weeks

1 month 1 month 1 month

3 months 3 months 3 months

6 months 6 months 6 months®
>6 months 6 months Chronic®

“In Japan, if there are no phase II clinical trials of equivalent duration to the proposed phase III trials, then
nonclinical toxicology studies of the durations shown in Table 6.2 should be considered.

°In the EU and the United States, two-week studies are the minimum duration. In J apan, two-week non-rodent
and four-week rodent studies are needed. In the United States, with FDA concurrence, single-dose toxicity
studies with extended examinations can support single-dose human exposures.

“Data from six months of administration in non-rodents should be available before clinical exposures of more
than three months. Alternatively, if applicable, data from a nine-month non-rodent study should be available
before clinical treatment duration exceeds that supported by other toxicology studies.

Acute toxicity studies

Single-dose studies in animals are an important
first step in establishing a safety profile, with the
general aim of exploring a feasible dose range.
Note that finding the LDsq (the acute dose of a
test material causing a 50 % mortality in the test
animals) is no longer required or scientifically
necessary. Identification of an upper dose without
drug-related effects, the dose that produces some
level of exaggerated pharmacological effect (not
necessarily death) that helps identify potential
side effects, and other doses in between helps all
further toxicological (and clinical) tolerability
assessments. These studies can be designed using

‘up-and-down’ (Dixon) protocol designs or other
tactics to reduce the time and number of animals
required. These studies may then guide dose selec-
tion for the first repeated-dose studies. Various
guidelines for the performance of these studies
are available, and the ICH has also published its
own guideline (Federal Register, 26 August 1996).

Repeated-dose toxicity studies

Repeated-dose studies are designed to identify safe
levels of the drug following treatment regimens
that are designed to provide continuous exposure
of the animals to the test drug. Ideally, the route of

Table 6.2 Duration of repeated-dose toxicity studies to support phase III clinical trials
in the EU, and product marketing in all jurisdictions®

Minimum duration of repeated-dose toxicity studies

Duration of clinical trial Rodents Non-rodents
2 weeks 1 month 1 month
1 month 3 months 3 months
3 months 6 months 3 months
>3 months 6 months Chronic

“The table reflects the marketing recommendations in all three ICH regions, except that a chronic non-rodent
study is recommended for clinical use >1 month in Japan.
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administration should be the same as that planned
in humans, whereas the animal studies should
involve higher doses and longer durations of expo-
sure than those planned clinically. The type and
duration of specific studies, and those that are
needed relative to different stages of clinical
development, were mentioned previously (Federal
Register, 25 November 1997). Protocols must
specify the number of animals per group, numbers
of groups and experimental procedures to be
carried out, and standard versions of these have
been available for some time. In general, for initial
repeated-dose studies, protocols require the use of
three dose groups plus a control, and a minimum of
10 rodents and 3 non-rodents per sex per group.
Doses must be selected that will allow for the
identification of toxic effects at the highest dose
as well as at a no-effect level at the middle or lowest
dose.

Usual experimental procedures include the
determination of body weights and food con-
sumption on at least a weekly basis, evaluation of
hematology and blood chemistry parameters
during the treatment period, ophthalmoscopic
examinations, the recording of macroscopic exam-
inations at necropsy and the determination of organ
weights. A complete histopathological examina-
tion of tissues from animals is required. In rodent
studies, this can take the form of examination of
all high-dose and control animals and the
examination of target organs at the two lower
doses. In non-rodent studies, it is typical to exam-
ine tissues from all animals in the study.

It is crucial that plasma concentrations of drug
are measured in these studies to allow for determi-
nation of effects on the basis of exposure. Frequ-
ently this is a more appropriate measure of
comparing effects in animals and man, as rates of
absorption, distribution and excretion can vary
extensively between these species. This aspect,
now commonly referred to as ‘toxicokinetics’,
has been outlined in an ICH guideline (Federal
Register, 1 March 1995). This guideline specifies
minimum requirements in terms of number of time
points examined, number of animals per time
point, and the requirements for calculation of
various pharmacokinetic parameters such as
Cinax>» AUC and so on. These will become important

for comparison with human data as it becomes
available later.

Mutagenicity studies

Mutagenicity studies are highly specialized but, in
general, include studies of genetic mutation, clas-
togenesis and nuclear maturation. There are multi-
ple hereditary components in both somatic and
germinal cells that may be affected by drugs. Dur-
ing 1970s, it was thought naively that these studies
may be replacements for the long and costly carci-
nogenicity studies that are required for many drugs.
Although this goal was never realized, mutageni-
city studies nonetheless provide useful indications
of the ability of a drug to alter genetic material,
which may later be manifested in studies of carci-
nogenic or teratogenic effects (Kowalski, 2001).
Genotoxicity studies are relatively inexpensive and
may also serve, early in the drug development
process, to assure drug developers and regulators
that no obvious risk of such adverse effects exists,
albeit knowing that more definitive studies to eval-
uate teratogenic and carcinogenic effects will not
come until later.

An exhaustive review of various components of
a mutagenicity evaluation will not be attempted in
this chapter. Multiple guidelines are available.
Those issued by the ICH include general guidelines
(Federal Register, 24 April 1996) and specifics
related to the core battery of studies required
(Federal Register, 3 April 1997). Tennant et al.
(1986) have summarized the correlation between
the results of a battery of mutagenicity assays and
the probability of the material producing a positive
carcinogenic response in long-term rodent studies.
Obviously, mutagenicity studies cannot predict
nongenetic carcinogenicity or teratogenicity (e.g.
estragen-induced breast tumors in rodents).

Positive results in one or more mutagenicity
assays do not necessarily translate into human
risks. Mechanistic studies may show that such
responses would not occur in the human cell
population or that the concentrations at which
positive responses occurred may far exceed any
concentration of drug that may occur in the
clinical setting. Many drugs are in the market
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today that have produced some type of positive
response in these studies, and yet it has been
concluded that no human risk is present or the
potential risk is not known (e.g. aspirin causes
chromosomal breaks). Mutagenicity studies in
drug development are rarely published: either
the studies are negative and uninteresting to jour-
nal editors, or they are positive and the drug fails
to survive the development process. However, a
fairly standard worked example is provided by
Fox et al. (1996).

Pharmacokinetic studies

In the early stages of drug development, it is impor-
tant to identify important parameters that relate to
the absorption and excretion pathways for the drug.
In the later stages of development, studies on the
extent of tissue distribution and the identification
of metabolites become important. Another reason
why this is important is that it assists the investi-
gator in knowing that the appropriate species has
been selected for the nonclinical toxicology pro-
gram. It is important to human safety evaluation
that the nonclinical models chosen are representa-
tive of the metabolism of the drug in humans.
Therefore, it is necessary to have pharmacokinetic
information early in the program, so that it can be
compared to the data generated in the early clinical
studies.

Drug metabolism is a highly specialized field
and is increasing in sophistication all the time. A
relatively new technique that is available to the
preclinical investigator is the use of in vitro meth-
ods to establish and confirm similar mechanisms in
drug metabolism between animals and humans
(see Chapter 10). These procedures involve the
use of liver slices and/or liver hepatocyte homo-
genates and can be done in human and animal
cultures at the earliest stages of drug development.

Toxicokinetic data are generally obtained from
repeated-dose toxicity studies and generally deter-
mine whether (a) the plasma concentrations of the
drug increase in a linear fashion over the range of
the increasing doses used in the studies; (b) plasma
concentrations increase over time, suggesting an
accumulation of the drug in plasma or tissues;

(c) there is a relationship between the plasma con-
centrations of the drug (or metabolites) and the
toxicity associated with higher levels of the drug;
and (d) the effects are more closely related to peak
concentrations or to overall exposure (measured by
the area under the concentration time curve, AUC).

Toxicokinetic data are generally collected on the
first day of dosing in a repeated-dose study and near
the last day of dosing, that is during the last week,
of a 90-day toxicity study. In rodent studies, satel-
lite groups of animals are required due to the blood
volumes needed for assay. For larger non-rodents,
the main study animals can usually provide the
samples. Guidelines have been made available
that cover most aspects of collection and analysis
of these data (Federal Register, 1 March 1995).

Lastly, pharmacokinetic assessment requires
tissue distribution studies in nonclinical models
to determine the extent of localization of the drug
in tissues. In some situations, where single-dose
tissue distribution studies suggest drug localiza-
tion, a tissue distribution study following repeated
dosing may be indicated. The conditions under
which such studies may be necessary have been
delineated in an ICH guideline (Federal Register,
1 March 1997).

Safety pharmacology

Studies related to safety pharmacology (sometimes
confusingly termed ‘general pharmacology’ studies)
tend now to be performed earlier in the drug devel-
opment process than was previously the case.
Although in some respects considered an aspect of
the discipline of pharmacology, the purpose of safety
pharmacology is to evaluate the potential pharma-
cological properties that may be unrelated to the
intended indication for the drug. An example of
this would be significant effects of a drug on the
cardiovascular system that may actually be under
development for the treatment of gastric ulcers. In
such a case, there is a specific guidance for examin-
ing in animals the potential for a test substance to
cause changes in hemodynamics and QT prolonga-
tion on the ECG.

Most major developed countries have stated
guidelines indicating that safety pharmacology
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Table 6.3 International regulatory guidelines for safety pharmacology studies (excerpts from international

regulatory documents)

USA: ‘Studies that otherwise define the pharmacological properties of the drug or are pertinent to possible

adverse effects’ (21CFR, part 314.50, para 2)

EU: ‘A general pharmacological characterization of the substance, with special reference to collateral effects’

(EC Directive 91/507/EEC)

UK: ‘A general pharmacological profile of the substance is required, with special reference to collateral
effects ... the aim should be to establish a pattern of pharmacological activity within major physiological
systems using a variety of experimental models’ (MAL2, p. A3F-1)

Canada: ‘Secondary actions studies related to secondary pharmacological actions of the new drug which
may be relevant to expected use or to adverse effects of the new drug’ (Canada RAS, exhibit 2, p. 21).

Australia: ‘Studies should reveal potentially useful and harmful properties of the drug in a quantitative manner,
which will permit an assessment of the therapeutic risk ... Investigations of the general pharmacological profile
should be carried out’ (Guidelines under the Clinical Trial Exemption Scheme, pp. 12, 15)

Nordic countries: ‘New drugs should be studied in a biological screening program so as to define any action over
and above that which is desirable for the therapeutic use of the product’

Japan: ‘The objective of general pharmacological studies is to examine extensively the kind and potency of
actions other than the primary pharmacological actions, predict potential adverse effects likely to manifest in
clinical practice ..." (Japanese Guidelines, 29 January 1991)

studies are required. Table 6.3 lists the guidelines
from major countries. As can be seen from these
guidelines, it is not always clear when such
studies are required. All of the major organ
systems need to be evaluated, and therefore
studies need to be performed that would identify
potential effects on the central nervous, cardiovas-
cular and gastrointestinal systems, as well as
an evaluation of renal function and possibly
immunogenicity.

Like many other disciplines, there are a multi-
tude of protocols and procedures that can be fol-
lowed for each safety pharmacology study. A
detailed review of each available procedure is out-
side the purview of this discussion.

Nonclinical summary documents

Prior to the initiation of initial studies in humans, it
is important that all of the nonclinical information
available is made into an integrated summary. This
information must be included in the clinical inves-
tigators’ brochure so that the clinical protocol can
be modified to include relevant biochemical or
other markers to minimize human risk. The regu-
latory authority and ethics committees are

further target audiences, and the company may
wish to use this for formal, internal proceedings
to justify the decision to proceed with initial human
exposure.

6.7 Toxicological support
for phase II and III studies

Nonclinical toxicology studies required to support
phase IT and phase III stages of the program depend
on a variety of factors. First, as shown in Tables 6.1
and 6.2, the ultimate clinical regimen, that is the
duration of therapy or treatment, determines the
ultimate duration of the animal studies. For exam-
ple, a diagnostic agent or a drug with a three- to
four-day exposure (such as an anesthetic agent)
may require little in the way of additional
repeated-dose toxicity studies beyond what is
already conducted prior to phase I. But drugs
intended for chronic therapy, for example a new
antihypertensive agent, may require much more.
As the longer term studies take time, they must
begin well in advance in the phase II clinical pro-
gram if toxicology testing is not to introduce delay
into the development process.



6.7 TOXICOLOGICAL SUPPORT FOR PHASE II AND III STUDIES 71

Chronic toxicity studies

As discussed above, the extent of additional
repeated-dose studies are generally outlined in
Tables 6.2 and 6.3. The maximum duration of
chronic studies is generally 6 months, although
the ICH guidelines describe situations where stu-
dies of 9—12-month duration may be necessary in a
non-rodent species.

Protocols for these studies are similar to those
for studies of shorter duration, except that a
minimum of 10-15 rodents per group and 4 non-
rodents per sex per group are required.
Toxicokinetic measurements are still required.
The usual in-life and postmortem observations
are performed.

Reproduction and teratology studies

Thalidomide demonstrated the need to evaluate
new drugs in reproductive toxicology studies.
Some of the earliest guidelines were issued by
the US FDA (the ‘Goldenthal guidelines’). An
ICH guideline now covers the performance of
these studies (Federal Register, 22 September
1994), as amended in 1995 to address possible
effects on male reproduction.

In general, three phases of the reproductive pro-
cess are evaluated. These cover the principal
aspects of reproductive biology, namely concep-
tion and implantation, organ formation and terato-
genesis and finally the development of offspring of
exposed maternal animals allowed to proceed to
term.

Fertility and implantation

The first phase (historically referred to as ‘Segment
I’ study, and now under ICH as ‘Stage A’) evaluates
the effect of the new drug on the fertility and the
early implantation stages of embryogenesis. In
these studies, breeding animals of one species
(usually rats or rabbits) of both sexes will be treated
for two or more weeks prior to mating, and then
the females will be further dosed until day 6 of
gestation.

Teratogenesis

The second stage (historically Segment II, now
ICH Stage B) is the teratology study (sometimes
termed ‘the developmental toxicity study’). This is
also done in rats and rabbits. The maternal animal
is exposed to test medication during the period of
organogenesis, and the pregnant animals are typi-
cally sacrificed shortly prior to term for detailed
anatomical study of the fetus.

Developmental studies postpartum

The third stage (Segment III or ICH Stage C)
evaluates treatment during late gestation, parturi-
tion and lactation. Behavioral and neurodevelop-
mental assessments in the offspring are often made
in Segment III studies. In some cases, two of the
studies can be combined and still satisfy the ICH
guideline.

The period in the drug development process at
which results of these studies are required still
varies somewhat from country to country, as is dis-
cussed in the ICH guideline (see Hoyer, 2001, for
the current situation and additional perspective).

Carcinogenicity studies

Carcinogenicity studies involve the treatment of
rodents for long periods approximating to the com-
plete life span (18 months to 2 years) to determine
whether the test material possesses the capability to
initiate or promote the development of tumors. The
relevance of these models to the human situation
has been debated for many years. Carcinogenicity
studies have been required for all drugs where
clinical therapy may extend for six months or
longer. Although the scientific debate about the
relevance of these studies continues, they remain
obligatory by regulation.

Several different ICH guidelines have been
issued that address the various aspects of carcino-
genicity testing of drugs, including when studies
are needed (duration of clinical therapy; Federal
Register, 1 March 1996). Other features of the new
drug may mandate carcinogenicity testing, such as
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structure—activity similarities to known carcino-
gens, evidence of preneoplastic lesions in
repeated-dose nonclinical studies, or long-term
tissue sequestration of the drug. Another guideline
(Federal Register, 1 March 1995) addresses the
complex issue of the selection of doses for these
studies; this responds to much criticism of the prior
recommendation to use the maximum tolerated
dose (which had been suggested by the National
Toxicology Program; Haseman and Lockhart,
1994). The current ICH guideline recommends a
high dose causing up to 25-fold greater plasma
AUC in rodents compared to the AUC in humans
at steady state. A subsequent amendment to this
guideline (Federal Register, 4 December 1997)
adds a further proviso that the highest dose in a
carcinogenicity study need not exceed 1500 mg
kg~ per day when (a) there is no evidence of
genotoxicity and (b) the maximum recommended
human dose is no more than 500 mg per day. The
basis for species selection, circumstances needing
mechanistic studies and exploitation of pharmaco-
kinetic information in carcinogenicity testing is
described in yet another guideline (Federal Regis-
ter, 21 August 1996).

Modern protocols for carcinogenicity studies
have changed little since they were first established
in the early 1970s. In recent years, the use of mice
(historically the second of the two required species
in addition to rats) has come under scrutiny
because they may be inappropriate models, with
unusual sensitivity to certain classes of chlorinated
hydrocarbons. The most recent ICH guideline
(Federal Register, 21 August 1996) allows for the
option of using transgenic mice and study designs
of somewhat shorter duration.

Of growing importance is the interaction of fac-
tors that are critical to a successful toxicology
program. For example, if a transgenic mouse
model is selected, then the choice of strain is
important and may depend on whether the drug is
non-genotoxic (TG.AC model) or genotoxic (p53
model). Metabolic and pharmacokinetic data are
important to ensure that the selected models handle
and metabolize the drug in a fashion at least reason-
ably similar to humans and may vary for the
same drug according to the toxic effect of interest.
Perhaps the most important factor is the relevance

of the doses selected to those in humans. Although
this has been a subject of controversy for years, a
recent ICH guideline allows for the use of toxico-
kinetic measurements, and states that doses that
produce an AUC in the carcinogenicity model that
are 25 times that seen in humans at steady state may
no longer have to be used under some circum-
stances. A recent review of the status of carcino-
genicity testing (Reno, 1997) addresses the many
factors that should be considered in a carcinogeni-
city program.

Special studies

It is not uncommon in drug development programs
for specific toxicities to be uncovered. In most
cases, additional studies are then carried out that
will attempt to elucidate additional information
with regard to the mechanism of the effect. For
example, the identification of a non-specific beha-
vioral effect (e.g. tremors and/or convulsions) may
trigger the performance of a neurotoxicity study,
which includes an exhaustive evaluation of the
potential effects on the central and the peripheral
nervous tissues. The identification of an effect on
reproduction may warrant the performance of
detailed studies to identify the specific mechanism
or phase of the reproductive cycle that is affected.
In-depth metabolic studies may prove that the
effect is related to a metabolite in animals that
has no relevance to man, and prevent the abandon-
ment of an otherwise promising drug. It is rare that
a drug development program does not involve
some type of special study.

6.8 Product licence/new drug
application requirements

Format and content of the application

Although differing in format for each application,
an integrated summary that interrelates the phar-
macology, pharmacokinetic and toxicology study
information, and what significance the data has to
human safety, is paramount (Peck et al., 1992). A



well-written integrated summary can be beneficial
not only to the agency reviewer but also to the
sponsor. Some of the information in this summary
is also needed for the product’s package insert.
Crucially, it should include comparisons between
effects seen in animals and the likelihood that such
findings would be expected in clinical usage. These
comparisons are often quantitative and must be
made both on a milligram per kilogram and a sur-
face area (mg m2) basis (Voisin et al., 1990).

Expert reports

The European Community, and other countries,
requires several expert reports in each dossier, one
of which examines the nonclinical toxicology of the
new drug. These documents are typically about 20—
30 pages long and again summarize all the toxicol-
ogy data, as well as the clinical implications.

Much from the integrated summaries described
above may be reused in this report, with the excep-
tion of the expert, who must personally sign the
report. Expert reports contain the expert’s curricu-
lum vitae, and part of the regulatory review process
is to evaluate whether the expert is actually quali-
fied for this role. The choice of expert is important,
and his/her independence is crucial because the
role is that of a reviewer and not of a sponsor.
Experts may nonetheless be drawn from within
the sponsoring company with appropriate protec-
tions, although those from outside may carry more
credibility in some jurisdictions.

6.9 Final comments

The objective of his chapter has been to provide an
overview of the objectives and philosophy of the
nonclinical toxicologist in the drug development
process. None will deny the crucial role of this
field of science in drug development and that its
activities must anticipate (often by dozens of
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months) what the clinical department will want to
do. Toxicology can also provide information of
direct importance in terms of the limits on doses
to which humans should be exposed and which
clinical tests should be followed with -care.
Although a typical set of scenarios has been
described, it is to be remembered that no individual
drug development case will be typical.
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7 Informed Consent

Anthony W. Fox

. Introduction

There is a tendency to assume that the principles
of informed consent are self-evident. In fact,
evidence that this is not the case comes from
many sources, such as ethics committees that
are frequently dissatisfied with proposed infor-
med consent documents, and sophisticated
Western governments that, from time to time
have conducted clinical trials without it (e.g. the
Tuskeegee travesty). A recent gene therapy acci-
dent in the eastern United States, which led to the
death of the participant, led to litigation which
was centered not around whether the clinical trial
was unduly hazardous but rather on whether the
consent that the patient gave was truly and fully
informed.

Informed consent was first formulated under
international law through the Declaration of
Helsinki, and in response to the atrocities of the
Second World War. The principles of informed
consent are under continuous review and dis-
cussion (e.g. Marsh, 1990). This is to be expected
when reasonable standards of informed consent are
dependent not only on the design of a particular

study but also on environmental factors, the current
state of medicine and particular local characteris-
tics of clinical trials populations, all of which are
themselves continuously changing.

. Ethical basis

Although discussed in detail elsewhere in this
book, the two ethical principles guiding informed
consent are those of autonomy and equipoise.
Autonomy is the concept that the patient is an
individual that is under no duress, whether subtle
or obvious, actual or inferred, and is competent to
make a choice according to his or her free will.
Clinical trials conducted on persons in custody, or
on subordinate soldiers, may both be violations
of the patient’s autonomy. Equipoise is the concept
that the investigator, and those sponsoring the
trial, are truly uncertain as to the outcome of the
study; in practical terms, this is a guarantee to
the patient that an unreasonable hazard cannot
result from unfavorable randomization because
the treatment options are not known to be
unequally hazardous.

Principles and Practice of Pharmaceutical Medicine, 2nd Edition Edited by L. D. Edwards, A. J. Fletcher, A. W. Fox and P. D. Stonier

© 2007 John Wiley & Sons, Ltd ISBN: 978-0-470-09313-9



76 CH7 INFORMED CONSENT

7.3 Written informed consent

The large majority of clinical trials use a written
informed consent document. In the absence of any
special circumstances, the essential elements of
such a document are as follows:

1. A clear statement that the study is a research
procedure.

2. A clear statement that participation is volun-
tary and that there will be no repercussions
either in the patient’s relationship with the
investigator, or with the patient’s other care
givers, should the patient decide not to take
part in the study;

3. A description of the scope and aims of the
research, and whether or not there may be
benefits to patients exposed to the test medica-
tions. The foreseeable risks and discomforts
should also be disclosed. The possibility of
placebo treatment and the probability of
being treated with each test therapy should
be stated.

4. Clear descriptions of alternative therapies or
standard therapies or procedures (if any), in
order that the patient can judge whether to
enter the study.

5. The methods for compensation that may be
available in the case of injury (these often
have marked international variations).

6. Name and telephone number of persons that
the patient may contact in case of any difficulty
during the study. Also, the identity of person(s)
of whom the patient may ask questions during
the day-to-day conduct of the study and an
expression of willingness on the part of the
investigator to provide answers to any ques-
tions that the patient may have.

7. A confidentiality statement. This should
include the degree to which the patient’s iden-
tity could be revealed to an inspecting regula-
tory authority, and whether information from

municated to the patient’s primary care or
referring physician. In any case, there should
be an assurance that no patient identity infor-
mation will be made public.

8. A statement of the -circumstances under
which the patient will be withdrawn from the
study (e.g. noncompliance with test procedures).

9. A clear statement that the patient may with-
draw from the study at any time and for any
reason, again without repercussions to his or
her relationship with any clinical care giver.

10. A statement that the patient will be required to
give a full and accurate clinical and treatment
history on study entry and periodically there-
after (according to the study design).

11. Assurance that any new information that arises
(e.g. in other studies) and which may alter the
assessment of hazard of study participation
will be communicated to the patient without
delay.

12. A statement about the number of patients tak-
ing part in the study, and a brief summary of
how many patients in the past have been
exposed to the test medication.

Written informed consent documents should be
signed by both the patient and the investigator,
and ideally the patient should sign before an impar-
tial witness. Informed consent documents should be
written in a language that is understandable to the
patient, and ideally at a level of complexity that
could be understood by a young adolescent of
average intelligence from the same community as
the patient. There should be adequate time for the
patient to review the document. All written infor-
med consent documents should be approved by an
ethics committee or an institutional review board
(IRB).

7.4 Unwritten informed consent

Informed consent, in law, must be informed but



Ethics committees and IRBs may sanction specific
methods for the documentation of oral informed
consent. This is a very rare clinical situation.

Surrogate informed consent

Some patients are incapable of providing informed
consent, whether written or not. These patients are
often in demographic subgroups which are medi-
cally underserved. Consequently, these are patients
for whom there is encouragement to the pharma-
ceutical industry by governments, activists and
others to increase research into experimental thera-
pies. Children, those with various types of neuro-
logical disease (e.g. Alzheimer’s disease), and
emergency patients (e.g. unconscious head injury,
stroke, multiple trauma, etc.) are good examples.
Many of these patients have a very poor prognosis,
and they epitomize the concept of unmet medical
need. For these patients, clinical research would be
impossible if written informed consent was an
essential prerequisite.

For children, most ethics committees agree that
provision of written informed consent by a parent
or guardian is acceptable. If the child is of sufficient
age, then his or her concurrence may also be
sought; although this is not sufficient evidence of
informed consent, the refusal to provide concur-
rence by a child that is likely to be competent to
understand the clinical trial conditions should be
sufficient to exclude the child from a study.

In the case of studies in incompetent adults,
again most Ethical Committees will accept a
legal guardian or custodian in lieu of the patient
himself or herself, provided that there is sufficient
evidence that the custodian has a bona fide and
independent interest in the patient’s welfare.
Again, forms of concurrence can be employed
when possible. The ordering of a patient’s partici-
pation in a clinical trial by a Court Order would
usually be a form of duress and could thus violate
the concept of autonomy described above.

When informed consent is impossible

Emergency patients have as much right to taking
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For example, patients with acute head injury and a
low Glasgow Coma Score have a dismal prognosis,
and therapeutic interventions (if ever likely to be
successful) must be instituted quickly. Under
these conditions, there is often not even the time
to find relatives to provide surrogate informed
consent. Even if relatives can be found quickly
enough, then their emotional state may not be
suited to becoming truly informed before giving
consent.

Experiments are now under way to investigate
whether some substitute for informed consent may
be used. One set of guidelines suggests that such
clinical trials can be conducted when

1. there is clinical and public agreement that the
disease merits clinical investigation with the
investigational therapy;

2. there has been advertising and publicity in the
likely catchment area of suitable patients that
such a study is being undertaken;

3. the ethics committee or the IRB has approved,
in detail, the methods used in pursuit of local
publicity;

4. an independent, clinically experienced indivi-
dual will confirm that the patient is a member of
the well-defined population that is the subject of
the clinical research, and that it is not unreason-
able to include the patient in the study for any
other reason;

5. no relative (if any is available in a timely fash-
ion) objects.

It is likely that these guidelines will be refined,
possibly on an international basis, in the near
future.

1.5 Responsibility of parties
to informed consent

It is the responsibility of all parties to the informed
consent that all parties remain within its ethical
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document is essentially an agreement between
ethics committee, investigator and patient. How-
ever, for example, an investigator is responsible for
the patient’s role in the informed consent; if the
investigator suspects that the patient is not truly
informed, even in the absence of any deficiency on
the part of the investigator, then the investigator
should nonetheless police the patient’s part of
the agreement. This is entirely different from
the notion of a contract, where each party to the
contract is responsible only for fulfilling its own
commitments (see Meisel and Kuczewski, 1996).

Audit of some of the elements listed above
may also form part of the duty of a regulatory
authority. For example, in the United States, FDA
will audit IRBs and issue citations if the IRB is
not ensuring that written informed consent docu-
ments are complete and appropriate. FDA will also
audits study sites, and disciplines investigators
(including prosecution), who do not ensure that
appropriate informed consent procedures are
being followed. Some FDA reviewing divisions
will ask for, and require changes to, informed con-
sent document prior to allowing an IND to become
active.

Although under law it is not the primary respon-
sibility of the typical pharmaceutical company,
it nonetheless behoves pharmaceutical physicians
to ensure that appropriate informed consent is
being obtained in all company-sponsored studies.
Many companies recognize this within their own
Standard Operating Procedures, and creation of
patient files that require a copy of the signed
informed consent. Investigators will often be
grateful if the company will draft an informed
consent document that complies with the guide-
lines, which the investigator can submit to the
ethics committee or IRB.
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Phase I: The First Opportunity
for Extrapolation From Animal

Stephen H. Curry, Dennis McCarthy, Helen H. DeCory, Matthew Marler

and Johan Gabrielsson

Successful preclinical drug discovery programs
frequently reach a point where there is a need to
choose one or two candidates from among a whole
pharmacological class of new drugs for phase I
testing (Welling and Tse, 1995). There is thus a
crucial need to make reliable and rapid predictions
of human responses from animal data.

Although drug discovery is primarily designed
to find compounds with desired efficacy, the choice
from among multiple compounds potentially offer-
ing efficacy often comes down to those with the
most favorable pharmacokinetics (Welling and
Tse, 1995). Thus, compounds are chosen using
animal data, partly because of suitable bioavail-
ability, half-life and tissue penetration character-
istics. As we shall discuss below, the possibility of
multiphasic plasma level decay patterns following
intravenous dosing is an important element in this
selection process.

Pharmacokinetics, related when possible to the
observed drug effects, is a powerful and critical
component of the pivotal step from animal research
to human research in the drug development pro-
cess. Data for chosen compounds will commonly
also have been subjected to simultaneous modeling
of pharmacokinetic and pharmacodynamic data
from animals, again in an effort to optimize the
chances that the drugs chosen will have the proper-

ties in humans specified in a prediscovery product
profile. Meanwhile, the pharmacodynamic infor-
mation available typically includes data from
receptor-binding studies, in vitro functional assays
and in vivo pharmacological screening experi-
ments. The essence of this crucial step of drug
development, taking the new drug into human
beings, is the making of valid predictions of
in vivo drug effects from in vitro data.

The collection of in vitro data from animal mate-
rials and extrapolation (a) from physical properties
to in vitro data, (b) from in vitro data to nonhuman
in vivo data, and (c) from nonhuman in vivo data to
clinical in vivo responses can be done more effi-
ciently using online analysis and simulations. This
chapter seeks to show how rapid progression may
be achieved for new chemical entities through this
process, using in vitro and in vivo data and
advanced modeling procedures. This must be
seen in the context of the entire drug discovery
process, which, on a larger scale, is designed to
find potent, safe drugs (in humans), based on ani-
mal data (Figure 8.1). We anticipate a time when in
vitro pharmacodynamic data will be routinely
combined with in vitro drug metabolism data in a
rational prediction of drug responses in healthy
human volunteers, with consequent acceleration
of the drug discovery effort, and therefore a general
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Figure 8.1 General scheme showing the pharmacoki-
netic prediction pathway from physicochemical proper-
ties to human drug response via in vitro and in vivo
studies in laboratory animals

trend for more efficient use of resources in early
clinical development.

8.1 The in vitro/in vivo prediction

The challenge is to predict systemic clearance,
volume of distribution and oral bioavailability in
humans from a combination of in vitro and in vivo
preclinical data. If this prediction can become reli-
able, then phase I studies become more confirma-
tory. The use of human hepatocytes and isolated
enzymes can form a critical part of the in vitro
database.

Clearance of almost all drugs is by renal, meta-
bolic and/or biliary mechanisms. There are rare
exceptions, such as anesthetic gases that are
exhaled unchanged. However, in this chapter we
shall concentrate on the typical situation.

Physicochemical properties, especially lipophi-
licity, frequently govern the clearance route; lipo-
philicity is commonly measured as log D7 4, where
this variable equals log;o ([drug in octanol]/[drug
in aqueous buffer]) at pH = 7.4, in a closed system
at equilibrium. Generally, compounds with a log
D7 4 value below 0 have significant renal clearance
values, whereas compounds with log D74 values
above 0 will usually be eliminated principally by
hepatic metabolism (Smith et al., 1996). Molecular

size also has some effect on these clearance routes.
For example, compounds with molecular weights
greater than 400 Da are often eliminated through
the bile unchanged, whilst smaller lipophilic com-
pounds will generally be metabolized.

Elementary aspects of clearance

The common, clinical measurement of drug clear-
ance involves taking serial venous blood samples.
As time passes after Tp,x (the time when drug
concentration reaches its peak), parent drug
concentrations continuously decline. Modeling of
drug disappearance is essentially a descriptive pro-
cess and requires actual human exposures. Unsa-
turated elimination mechanisms, in the absence of
drug sequestration, can be modeled as simple, first-
order elimination, using a constant (k) with units of
h™!; plasma concentration (C) is then modeled by
equations of the general form:

C=Ae™

where A is the concentration of drug at time () 0
(assuming that there was instantaneous and homo-
genous equilibration of the dose into the circulating
compartment). As the number of compartments
increases, then so does the number of terms of
the form shown on the right-hand side of the equa-
tion shown above.

The elimination rate always has units of (mass/
time) for any elimination process. For first-order
processes, the elimination rate at any one moment
is represented by a tangent to the elimination curve
for any specified time ¢ or drug concentration C.

In contrast, zero-order elimination processes are
occasionally encountered. These usually represent
saturation by the drug of the elimination mechan-
ism(s). These ‘drug disappearance’ curves are
straight and thus described simply by:

C=A—-bt

where the elimination rate (b) does not change
with time or drug concentration. If followed for
long enough, most drugs that are subject to zero-
order elimination eventually fall to such low



concentrations that the elimination mechanism
becomes unsaturated, and first-order elimination
then supervenes; good examples include ethanol
and sodium dichloroacetate (Hawkins and Kalant,
1972; Curry et al., 1985; Fox et al., 1996).

The elimination rate for zero-order processes
may also be treated as a maximal rate of reaction
(Vmax), and thus this type of data may be subject to
ordinary Michaelis—Menten analysis (see further,
below). Note that first-order elimination curves are
so common that ‘drug disappearance’ curves are
routinely analyzed as semi-logarithmic plots
(which linearizes the curve). The literature is
sometimes ambiguous in its use of the term ‘linear
data’, authors may or may not assume that the
semi-logarithmic transformation is to be taken as
read.

When the elimination rate is known, then clear-
ance (Cl) is defined simply as:

Cl = elimination rate/C

where C is again the drug concentration. Note that
in first-order elimination processes, the elimination
rate of the drug (with units of mass/time) changes
with time (and drug concentration), and thus only
instantaneous clearances, specifying time or drug
concentration, can be stated.

Urinary clearance, obviously, may only partly
explain the rate of drug disappearance from
plasma. In any case, the urinary clearance of an
agent may be found from the familiar equation:

Cl=(UxV)/P

where U is the urinary concentration, V is the
volume of urine excreted during a specified time
period, and P is the average plasma concentration
during that time period. For inulin and sodium
iothalamate, but not for creatinine or urea, the
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urinary clearance is a good measure of glomerular
filtration rate.

These elementary aspects of clearance may be
revised in any textbook (e.g. Curry, 1980; Benet
et al., 1996). The purpose of the remainder of this
section is to show how much more informative the
concept of clearance may be and to provide an
illustration of its use.

Prediction of human drug clearance

For those compounds that are predominantly
cleared by metabolism, human blood clearance
can be predicted using simple enzyme kinetic
data (Houston, 1994; Ashforth et al., 1995; Iwat-
subo et al., 1996; Obach, 1996a). These predictions
may be strengthened by comparing preclinical
in vivo data with the predictions made from in
vitro data using tissues from the same preclinical
species (Rane et al., 1977). As an illustration, con-
sider compound X (anonymized but real). This
compound has a molecular weight less than 400
and a log D7 4 value of approximately 0.5, suggest-
ing that it could undergo both renal and hepatic
clearances. Preclinical in vivo studies indicate that
compound X is eliminated largely unchanged in
the urine in the rat (~90%). Several oxidative
biotransformation pathways have nonetheless
been identified. In common with studies of com-
pound X clearance in humans, simple in vitro
enzyme Kkinetic studies were used in conjunction
with knowledge from rat in vivo data. The general
strategy for prediction of kinetic studies is shown in
Figure 8.2.

Using liver microsomes from different species,
the intrinsic clearance (Cl;m) for each species can
be determined and then scaled to hepatic clearance.
This is typically done by first determining in vitro
K., (the Michaelis—Menten constant) and V.« (the

Blood flow -
LR A .
Serum protein binding Hepatic clearance

Microsomal protein binding

Figure 8.2 Strategy for the in vitro-in vivo scaling of hepatic clearance (see for example Iwatsubo et al., 1996)
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maximal rate of metabolism) for each metabolic
reaction, using substrate saturation plots (using the
familiar algebra and, because of enzyme satura-
tion, finding that Cl{nt = Vinax/Km). However, for
compound X, the situation is more complicated
because we know that the CI, (drug disappear-
ance) actually is due to several combined biotra-
nsformation pathways (i.e. CL, (total) = CL ,+
CL ,, + CL 5+ L), thus complicating any Kpy
and V¢ determinations from a simple substrate
saturation plot.

To determine the CI/ , of compound X, we are
able to use the in vitro half-life method, which is
simpler than finding all the component CI/ , values.
When the substrate concentration is much smaller
than K, the Michaelis—Menten equation simpli-
fies from velocity (V) = Vi ([S])/(Km + [S])s
because [S] (substrate concentration) becomes
negligible. Furthermore, under these conditions,
the invitro half-life (T , = 0.693/K,) can be mea-
sured, and this, in turn, is related to the Michaelis—
Menten equation through the relationship velocity
(V) = volume x K, (where volume is standardized
for the volume containing 1 mg of microsomal
protein). When both V and Vy,,x are known, then
K, is also found. Although simpler than finding a
complicated Cj,, one caveat of the in vitro half-life
method is that one assumes that the substrate
concentration is much smaller than Kj,. It may be
necessary to repeat the half-life determinations at
several substrate concentrations, and even model
the asymptote of this relationship, because very
low substrate concentrations that are beneath bio-
chemical detection may be needed to fulfill the
assumptions needed to simplify the Michaelis—
Menten equation.

Note also that in this in vitro application, intrin-
sic clearance, like all conventional mathematical
evaluation of clearances, has wunits of
volume x time ™. It is obtained from V,,, and

K, measurements, where V... has units of
mass x time'. The definition of intrinsic clear-
ance as Vi X K, ' should not be confused with
the historically prevalent calculation of k. (the
first-order rate constant of decay of concentration
in plasma), calculated from k¢ = Vipax/Ky,, Where
Vnax 18 the zero-order rate of plasma concentration
decay observed at high concentrations and K, is
the concentration of plasma at half-maximal rate of
plasma level decay.

Once the in vitro intrinsic clearance has been
determined, the next step, scaling in vitro intrinsic
clearance to the whole liver, proceeds as follows:

in vivo CL; , = in vitro CI;  x weight microsomal

protein/g liver x weight liver/kg body weight

The amount of microsomal protein per gram
liver is constant across mammalian species
(45mg g ' liver). Thus, the only species-
dependent variable is the weight of liver tissue
per kilogram body weight.

In vivo, hepatic clearance is determined by fac-
toring in the hepatic blood flow (Q), the fraction of
drug unbound in the blood ( fu) and the fraction of
drug unbound in the microsomal incubations
(fu(inc)) against the intrinsic clearance of the drug
by the whole liver (the in vivo C. ). The fu and
Ju(inc) are included when the drug shows consider-
able plasma or microsomal protein binding
(Obach, 1996b). Several models are available for
scaling in vivo intrinsic clearance to hepatic clear-
ance, including the parallel tube model or sinusoi-
dal perfusion model, the well-stirred model or
venous equilibration model and the distributed
sinusoidal perfusion model (Wilkinson, 1987).

Thus far, for compound X, we have obtained
good results in this context with the simplest of
these, the well-stirred model (see Table 8.1 for the
equations, with and without significant plasma

Table 8.1 Equations for predicting hepatic clearance using the well-stirred model

In the absence of serum or
microsomal protein binding

In the presence of significant
serum protein binding

In the presence of both serum and
microsomal protein binding

Q X Cl,int

== Clyepatic =
Q+Cl/im hepatic

Clhcpalic =

0 x fu x Cl'jy,
Q +fu x Cl'jy,

0 x fu x Cllipe X fuine)
O+ fu x Cl'jy X fu(inc)

Clhepalic =
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Table 8.2 Comparison of the predicted in vivo hepatic clearance and the actual clearance values for compound X

Actual in vivo
Cl (mlmin~'kg™")

Predicted in vivo total
Cl (ml min~" kg’l)

Predicted in vivo renal
Cl (mlmin~'kg™")

Predicted in vivo hepatic
Cl (mlmin~" kg")

Rat 0.972 8.75 9.72 8.17-10.7
Human 0.223 1.93 2.15 1.87-2.45
Dog 0.463 3.74 4.20 21.2-22.5

Predicted values were scaled from in vitro half-life data using liver microsomes and the well-stirred model of hepatic extraction.
Hepatic CI predictions were corrected for plasma and microsomal protein binding. Predicted total C/ was obtained by adding in renal

Cl estimates which were, in turn, scaled allometrically (Y = aW®7).

and/or microsomal protein binding). Using this
well-stirred model, it has proved possible to predict
the hepatic clearance from in vitro intrinsic clear-
ance rates in rat, dog and human (Table 8.2). The
hepatic clearance value for the rat (0.972 ml min
mg ' protein) was approximately one-tenth the
actual clearance found in vivo; well in agreement
with the observation that in vivo compound X was
eliminated by the rat, largely unchanged, by the
kidneys (~90%).

To predict hepatic clearance of compound X in
humans, human in vitro intrinsic clearance could
then be scaled to hepatic clearance, using a tech-
nique that had been validated in rat (Ashfortt et al.,
1995). Renal clearance is subject to an allometric
relationship and can generally be scaled across
species (see below). The predicted in vivo renal
Cl1 for rat (estimated by multiplying the predicted
hepatic Cl by 9) may be scaled allometrically to
obtain a prediction for the human in vivo renal
clearance. Total or systemic Cl in humans can
then be estimated by adding the two clearance
parameters (hepatic and renal) together; in prac-
tice, for compound X, later first-in-human data
revealed an actual in vivo Cl nearly identical
to the predicted total Cl (2.15 vs. 1.87-2.45 ml
min~! mgfl, respectively; Table 8.2). Here, then,
is areal-world example of, first, how rat in vitro and
in vivo preclinical data were used to develop and
validate a scaling method for compound X in rat;
and second, how the scaling method success-
fully predicted in vivo overall drug clearance in
humans.

However, if the same methods are used for com-
pound X in dog, things initially appear to be dif-
ferent. Scaling the in vitro intrinsic clearance to

hepatic Cl using the rat-validated method, in con-
junction with allometric scaling of renal CI,
resulted in a five-fold under-prediction of the
total or systemic clearance in vivo. However,
further metabolism studies in the dog in vivo
revealed that compound X undergoes significant
additional biotransformation, particularly N-
methylation, which is unique (as far as we are
aware) to this species, and invalidates some of
our in vitro assumptions. This canine biotransfor-
mation pathway was not detected by our initial
microsomal studies because there are no N-methyl
transferases in microsomes. Thus, although we did
not successfully predict dog systemic clearance for
compound X, our scaling tactics did eventually
teach us about a new clearance mechanism, and
how important this was for the systemic clearance
of compound X in dog.

This is an example of how in vitro studies can be
combined with in vivo preclinical data, leading to
useful prediction of human systemic drug clear-
ance. Nonetheless, several caveats are encountered
in such scaling exercises, which warrant restating.

The first caveat is that all clearance pathways
(hepatic, renal, biliary or other) must be taken into
consideration. If a compound undergoes a high
level of hepatic clearance, then in vitro—in vivo
scaling may be used to predict the fraction of
systemic clearance expected from this pathway.
If a compound undergoes a high level of renal
elimination, allometric scaling may be also used
to predict the clearance attributed to this pathway.

The second caveat is that, in order to accurately
predict hepatic clearance, the correct in vitro sys-
tem must be chosen. If the candidate drug is pri-
marily oxidatively metabolized, then liver
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microsomes will be sufficient. However, if the
potential for non-microsomal biotransformation
exists, then a different in vitro system, such as
hepatocyte suspensions, should be used. In the
illustration above, it turned out, as far as clearance
of compound X is concerned, human is specifically
like a rat and unlike a dog.

The third caveat is that one must consider the
variability in the expression of metabolizing
enzymes between individuals. Oxidative metabo-
lism (seen in vivo and in microsomal enzymes), and
especially cytochrome P4sps, vary tremendously
between human individuals (Meyer, 1994; Shimada
et al., 1994). Had we used a single donor micro-
somal sample, rather than pooled liver microsomes
(a pool consisting of at least eight individual
donors), to scale in vitro data to in vivo hepatic
clearance, we might have made greatly misleading
predictions (note that oxidative, initial drug meta-
bolism is sometimes called ‘phase I metabolism’ in
the literature, causing ambiguity with the stage of
drug development or type of clinical trial).

Volumes of distribution
Review of elementary concepts

Volume of distribution is a theoretical concept that
may or may not correspond to the anatomical
compartment(s) which drugs or metabolites may
access after dosing. When size of the dose (D) is
known, and when drug concentration (C) may be
found by sampling biological fluids, then, in the
simplest case, the volume of distribution (VD) is:

VD =D/C

Clinical protocols can usually only prescribe the
sampling of a subset of compartments when a drug
is known to distribute widely in the body. For
example, a lipophilic drug may penetrate lipophilic
organs such as brain, and, obviously, brain sam-
pling simply for pharmacokinetic purposes is
usually possible only in animals. In such cases,
blood concentrations fall far lower than if the
dose had distributed solely into the circulating
compartment; C becomes very small, and VD

becomes correspondingly very large. The opposite
effect would require the drug to be restricted to a
fraction of the compartment that is sampled, essen-
tially suggesting that too few compartments have
been postulated, and the effect is almost never
encountered. Again, see Curry (1980) or Benet
et al. (1996) for expansion of these elementary
aspects of volume of distribution.

Prediction of human holumes of distribution

The free (not plasma protein bound) volume of
distribution of experimental drugs is generally con-
sidered to be constant for all species. Thus, the
volume of distribution in humans can easily be
predicted through a simple proportionality
between in vitro plasma protein binding data in
humans and in a preclinical species, and in vivo
volume of distribution in that same preclinical
species:

VDpre-clinical species X fuhuman

VDhuman =

fupre-clinical species

where fu is fraction unbound V, plasma proteins.
Table 8.3 shows the predicted volume of distribu-
tion of a single intravenous bolus dose of com-
pound X in humans; this is found by using the
above equation, an in vitro estimate of protein
binding data for rat and dog plasmas and the
observed volumes of distribution for these two
species in vivo. For humans, VDyyman was pre-
dicted to be 3.48-4.591kg "' using the rat data
and 3.01-5.061 kg ' using the dog data.

Table 8.3 Invitro plasma protein binding, in vivo
volume of distribution and predicted volume of
distribution in humans

Fraction of Predicted
compound X In vivo volume of
unbound in volume of distribution
the plasma distribution in humans
(fu) d kg) ( kg)
Rat 0.45 3.02-3.97 3.48-4.59
Human 0.52 - -
Dog 0.66 3.82-6.43 3.01-5.06




Elementary aspects of oral
bioavailability

The oral bioavailability (F) of a drug is dependent
on (a) the absorption of the drug from the gastro-
intestinal (GI) tract and (b) the capability of the
liver to clear the drug during its first pass through
the portal venous system. Oral bioavailability may
be described as the fraction of the total oral dose for
which systemic exposure is achieved. It is a mea-
surement of the extent of exposure and contrasts
with the rates of absorption or elimination
discussed above.

Clinically, F'is found by comparing the systemic
exposures that result after intravenous and
(usually) oral doses of the same drug. Note that
this comparison need not be for doses of the same
size (an important consideration when assessing
the tolerability aspects of a proposed normal volun-
teer study). It is, in fact, preferable to achieve
concentrations in the same range from the two
doses. Typically, Cpax for a standard dose is
going to be higher after bolus intravenous dosing
(IV) than after oral administration (PO), and
adverse effects of new agents are likely to be con-
centration dependent. The relevant equation is:

F(%) = [(AUCPO xDoseIV)/
(AUCIV XDOSCPo)] x 100%

where AUC is the area under the time—plasma con-
centration curve after each of the respective admin-
istrations (the dose terms cancel when equally sized
doses are administered by both routes of adminis-
tration). A residual of less than 15% (sometimes
10%) of the total AUC is a commonly used standard
for timing the last plasma sample. These studies are
usually conducted under standard conditions and
using crossover protocols, although, occasionally,
a double-label study may be used to measure F
instantaneously. Comparison of generic with inno-
vator’s formulations, and slow-release with rapidly
absorbed formulations, may be done using equa-
tions of the same form. Similarly, subcutaneous and
intravenous injections can be compared. With very
rare exceptions, the intravenous administration of a
dose is assumed to be 100% bioavailable. For

8.1 THE IN VITRO/IN VIVO PREDICTION 85

example, very short-acting drugs, for example
some arachidonate derivatives, remifentanil, esmo-
lol and adenosine, may be metabolized during their
first return circulation after intravenous administra-
tion and still not achieve 100% ‘bioavailability’.
Also, the concept is not applicable to topically
acting drugs. However, assessing the bioavailability
of these drugs by any other route of administration is
usually pointless, unless there is some highly
specialized issue, for example absorption after
intrathecal administration or potential for drug
abuse.

Fluctuation of plasma drug concentration is an
important aspect of the bioavailability of slow-
release formulations, which almost always have
lower Cpax values for a standard dose size than,
albeit similar AUC to, a more rapidly absorbed
tablet. Assuming that the assay can handle the
inevitably lower plasma concentrations, a useful
measure of fluctuation, after the initial absorption
phase of the curve and during the next four half-
lives of elimination, is:

(Cmax - Cmin)/Cavg

where C,,, is the average concentration during the
specified time period; whether to use the arithmetic
or geometric average is a controversy, with
respected protagonists on both sides.

Prediction of oral bioavailability

Oral bioavailability can be predicted using the
following equation:

F =Fa(1 — Cl/Q)

where Fa represents the fraction of drug absorbed
through the intestinal lining, Cl is the hepatic
clearance (predicted from in vitro studies, see ear-
lier section) and Q is the hepatic blood flow
in humans (see, for example Rane et al., 1977).
Octanol/water partitioning has traditionally been
used to predict the fraction absorbed through the
intestinal lining. Recently, Caco-2 cell permeabil-
ity studies have replaced the use of octanol/buffer
partitioning studies. Yee (1997) established a
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relationship between Fa and Caco-2 cell perme-
ability, expressed as the apparent permeability
constant (P,pp), as follows:

ify Papp < 10 °cms™', then Fa=0-20%

ify 1 <Pupp <10x 10~ °cms™!, then Fa=20—70%

ify Papp > 10" cms ™" then Fa > 70%

The use of Caco-2 cell permeability studies has
resulted in more accurate oral bioavailability pre-
dictions. Using the predicted hepatic clearance for
compound X in humans (see above), estimating Fa
by extrapolation from the Caco-2 cell P,,, and
assuming hepatic blood flow for humans (see, for
example Rane ef al., 1977) of 20 ml min~ ' kg™ ",
the human oral bioavailability of 69-98% is pre-
dicted for compound X. This compares well with
the known oral bioavailability of this compound in
rats and dogs (83 and 72%, respectively).

8.2 Prediction from animals
to humans in vivo

Elementary aspects

Allometric scaling is an empirical method for
predicting physiological, anatomical and pharma-
cokinetic measures across species in relation
to time and size (Boxenbaum, 1982; Ings, 1990;
Boxenbaum and DiLea, 1995). Allometric scaling
is based on similarities among species in their
physiology, anatomy and biochemistry, coupled
with the observation that smaller animals perform
physiological functions that are similar to larger
animals, but at a faster rate. The allometric equa-
tion is Y = aW?, and a log transformation of this
formula yields the straight line:

log Y =blog W + log a,

where Y is the pharmacokinetic or physiological
variable of interest, a is the allometric coefficient
(and log a is the intercept of the line), Wis the body
weight and b is the allometric exponent (slope of
the line).

One of the first applications of allometric scaling
was the use of the toxicity of anticancer agents in
animals to predict toxicity in humans children. It
was observed that the toxic dose of a drug is similar
among species when the dose is compared on the
basis of body surface area (Freireich et al., 1966).
For most vertebrate species, the body weight/
volume ratio varies very little, but the surface
area/volume ratio increases as species become
smaller. Allometric correction of dose multiples
in toxicology (compared with proposed human
doses) is thus important, especially when small
rodents provide the principal toxicology coverage.
Body surface area (Y) is related to body weight
(W, in kg) by the formula:

Y = 0.1 wo¢7

This allometric relationship between body surface
area and species body weight then allows for a
simple conversion of drug doses across species
(Figure 8.3), and allometrically equivalent doses
of drugs (mg kg~') can be calculated for any
species (Table 8.4). The conversion factor (km) is
simply the body weight divided by the body sur-
face area. Thus, using the km factors, the dose in
Species 1 (in mg kg_]) is equivalent to (KMgpecieso/
kmgpecies1) times the dose in Species 2 (in mg
kg ). For example, a 50 mg kg*1 dose of drug
in mouse would be equivalent to a 4.1 mg kg{1
dose in humans, that is approximately one-twelfth
of the dose (Table 8.4). Likewise, the conversion
factor can be used to calculate equivalent doses
between any species. An equivalent dose in milli-
gram per kilogram in rat would be twice that for
mouse.

Allometric approaches to drug discovery

Using limited data, allometric scaling may be use-
ful in drug discovery. We assume that, for the
formula Y = aW?, the value of the power function
‘b’ (or slope of the line from a log vs. log plot) is
drug independent, unlike the intercept ‘a’, which is
drug dependent. By doing this, we can use data
from a single species (rat) to successfully predict
the pharmacokinetics of compound X in humans
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Figure 8.3 Allometric relationship between body sur-
face area and species body weight on a log vs. log plot

and cats. This method could be expected to save
time and money in the drug discovery process by
enabling us to do the following:

1. Select the correct dose in an animal model of
disease. These studies are expensive and time
consuming. The selection of the wrong dose in
an animal model, especially in a model in a
larger species such as cat, could lead to invalid
results, either through toxicity (if the dose is too
high) or inactivity (if the dose is too low).

2. Provide confidence that the pharmacological
model will predict efficacy in humans. If a
drug is effective in therapeutic models using
different species and these animals receive
equivalent exposures (as measured by the max-
imum plasma concentration, Cy,,x, Or area under
the plasma concentration curve, AUC), then the
clinician can choose a dose for trials with con-
fidence.
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3. Eliminate unnecessary doses and plasma sam-
ples in the first trials in humans.

The discovery process for compound X, which is
efficacious in a number of in vivo models, is again
anillustration of how allometric considerations can
enhance the development process. The whole brain
concentrations of this compound are in equilibrium
with plasma concentrations within 5 min after
dosing, and it is also eliminated from the brain in
equilibrium with the declining plasma concentra-
tion. We also know that compound X is ~80%
orally bioavailable in rats and dogs (see above)
and has linear (first-order elimination) and predict-
able pharmacokinetics in animals.

Next, this compound was tested in a model of
excitotoxicity, in which the neurotoxin malonate
was injected into the striatum of rats. A subcuta-
neous injection of compound X at9 mgkg ' caused
an 80% reduction in the lesion activity produced by
malonate. The Cy,,x plasma levels of compound X
at this dose would be about 1500 ng ml™".

In a study using spontaneously hypertensive
rats, a dose of 12mg kg~ ' of compound X was
also neuroprotective [these rats were subjected to
2h of focal ischemia by occlusion of the right
middle cerebral artery (MCA), followed by 22 h
of reperfusion]. With the assumption of 100%
systemic absorption, the expected plasma Cy,.x at
this dose was 2000 ng ml~". In this model, there
was a significant reduction (greater than 30%) in
cortical infarct volume, compared with saline con-
trols, when the drug was given at the time of
occlusion and at 0, 0.5, 1 and 1.5h post-MCA
occlusion.

Using the data from the neuroprotection models
from rats, we then scaled a dose to the cat that was

Table 8.4 Equivalent surface area dosage conversion factors

Body surface

Approximate human

Species Body weight (kg) area (kg mfz) Factor (K,,) dose equivalent
Mouse 0.02 0.0067 3.0 1/12
Rat 0.100 0.0192 5.2 1/7
Dog 8.0 0.400 20 172
Monkey 2.5 0.217 11.5 1/3
Human 60 37 N/A

Dose in species 1 (mg kg™ ") =dose in species 2 (mg kg’l).
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expected to achieve a neuroprotective plasma con-
centration of 1500ng ml~'. To do this, we pre-
dicted the volume of distribution (V.,,) using data
collected from the volume of distribution in rat
(Virap). For our calculations, we used a value of
0.938 for the power function b (see Ings, 1990,
Table 2). In doing this, we made the standard
assumption that in the formula Y = aW?’ the
value of the power function b was compound inde-
pendent and that the function a was compound
dependent (Ings observed that the power function
b is reasonably constant for each pharmacokinetic
parameter). Substituting into the allometric for-
mula, log(Vlcat) = blog W + log a, we found:

log 0.426]1 = 0.938 1og 0.3kg + loga
Thus,
loga = 0.120.

By substituting back into the formula and using a
cat weight of 4 kg, we found:

View = 4.81or1.211kg ™!

Our formula for calculating the dose to be admi-
nistered was:

Dosecy = Doserat(vlcat/vlrat)

The formula for predicting the plasma half-life
was:

Tl/2cat = T1/2rat(Wcat/Wrat)y_X

in which y is as defined earlier and x is a clearance
parameter (Boxenbaum and Ronfeld, 1983). The
measured plasma half-life in the rat was 4.53 h.
Filling in the formula (Boxenbaum and Ronfeld,
1983), we predicted a plasma half-life of 7.3 h in
the cat (= 4.53 x (4/0.3)*%*7%7%) The measured
plasma half-life in the cat was 6 h. We knew from
data collected in the rat that a dose of 3.06 mgkg ™"
administered over 15 min would give a plasma
Ciax Of 1500 ng ml~" of plasma. This equated to
a dose in the cat of 2.6 mg kg~ ' over 15 min or
175 pg kg~ min~" for 15 min.

When we performed studies to determine the
Chax in cats following a dose of 2.6 mg kgf1 admi-
nistered over 15 min, our predicted values were
very close to the actual values, with a measured
Cinax 0f 1240 + 100 ng ml1™".

Data from the rat can also be used to predict the
pharmacokinetics of compound X in humans. As
with the cat, we made our predictions prospec-
tively by assuming, that for the formula
Y = aW?, the value of the power function b (or
slope of the line from a log vs. log plot) was drug
independent and that the intercept function a was
drug dependent. We assigned values of 0.75, 0.938
and 0.25 for clearance, volume of distribution and
plasma half-life, respectively, using the data taken
from the literature and discussed above. The inter-
cept function a was then determined for each para-
meter by substituting the pharmacokinetic data
from rats, that is clearance =0.54 1h™! kgfl,
Vi =1421kg ", Vaes =3.33 1 kg '. We estimated
the pharmacokinetic parameters for humans by
substituting the calculated intercept function
back into the formula and solving for Y for a 70-
kg human. The prediction of the plasma half-life in
humans was determined by three separate meth-
ods. For our predictions, we also assumed that the
protein binding was the same in rats and in humans
and that the metabolism of compound X was simi-
lar in both the species. Clearly, approaches such as
this could be a routine part of drug discovery.

The values estimated by allometric scaling were
compared with those observed in the single-dose
human volunteer study (Table 8.5). We predicted
that for compound X in humans, the plasma

Table 8.5 Predicted and actual pharmacokinetic
parameters for humans

Pharmacokinetic

parameter Predicted Actual
Clearance 0.1381h 'kg ™' 0.123
Half-life* 14.5h 13.6h

Vi 1.011kg™" 1.021kg ™"
Vs 241kg™! 2.11kg™"

“Plasma half-life is the average from three values by three
different methods: (a) T'/2puman = (0.693 x V4)/Clp; (b)
Tl/Zhuman = Tl/Zral(Whuman/Wrat)}ix; and (c) log T1/2human =
loga + blog Whuman-
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Figure 8.4 Complex Dedrick plot of rat and human
data for compound X again showing very good scaling
between rat and human

half-life would be 14.5 h, the plasma clearance be
0.1381h~'kg ™' and the V, Vi and Vg be 1.01,
2.37 and 2.56 1 kg ', respectively. The predictions
using rat data were within 15% of the actual mean
values in human volunteers. A complex Dedrick
plot of the rat and the human data showed
nearly superimposed concentration—time curves
(Figure 8.4).

This illustrates how allometric scaling is a useful
part of the drug discovery process: we avoided
studying irrelevant doses and saved time. Ideally,
allometric scaling should be done using pharma-
cokinetic data from at least four species, even
though accurate predictions can be made using
data from a single species. If possible, information
about differences in metabolism among species
should be considered when making predictions.

8.3 Pharmacokinetic/
pharmacodynamic models

Elementary aspects

The possibility that time since dose changes the
relationship between pharmacological effect size
and drug concentrations in plasma has been known
for a long time (Levy, 1964, 1966; Levy and
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Nelson, 1965; Wagner, 1968; Curry, 1980). The
pioneering work was done by Levy and his collea-
gues in the 1960s on single dose—plasma level—
effect relationships and on the duration of action of
drugs as a function of dose. Brodie and colleagues
had shown even earlier how complicated the rela-
tionships are when drugs with multicompartment
distribution are studied in this context (e.g. Brodie,
1967). Lasagna and colleagues, using diuretics,
found that depending on whether a cumulative
effect (24-h urine production) or an ‘instant’ effect
(rate of urine flow at a particular time) were mea-
sured, different relationships of response were
possible (Murphy et al., 1961). Nagashima et al.
(1969) demonstrated the relative time courses of
anticoagulant concentration and effect. Thus, the
relationship between effect size and concentration
of drug in plasma should not be expected to be
constant or simple, and it can vary with time.

The objectives of modern analysis of drug action
are to delineate the chemical or physical interac-
tions between drug and target cell and to character-
ize the full sequence and scope of actions of each
drug (Ross, 1996). Preclinical models describing
the relationship between the concentration of drug
in blood or plasma and drug receptor occupancy or
functional response provide clinically useful tools
regarding potency, efficacy and the time course of
effect.

Potency is an expression of the activity of a
compound, in terms of either the concentration or
amount needed to produce a defined effect. E, is
the maximal drug-induced effect. ECs is the con-
centration of an agonist that produces 50% of the
maximal possible response. An ECsy can be
described for drug concentrations using in vitro
assays, or as a plasma concentration in vivo. ICsq
is the concentration of an antagonist that reduces a
specified response to 50% of its former value.

A measure of the tendency of a ligand and its
receptor to bind to each other is expressed as K in
receptor occupancy studies. Ky is the equilibrium
constant for the two processes of drug—receptor
combination and dissociation. K4 may be found
for both agonists and antagonists, although some-
times the former poses more technical challenge
due to alterations to the conformation of the bind-
ing site. In contrast, efficacy is a relative measure,
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amongst different agonists, describing response
size for a standard degree of receptor occupation
(Jenkinson et al., 1995). When an agonist must
occupy 100% of available receptors to cause Ejux,
its efficacy may be said to be unity. If occupation of
all receptors achieves a response that is less than
Eax, then the agonist’s efficacy is less than 1 and
equal to the ratio of observed maximal effect/max-
imal effect for an agonist with efficacy 1 (we call
these partial agonists or agonist—antagonists).
Some agonists need occupy only a subset of the
available receptors, in order to achieve E,, and
these have efficacy greater than unity. In the latter
case, the concentration—response curve lies to the
left of the concentration—receptor occupancy
curve (e.g. Minneman et al., 1983). Drugs with
efficacy >1 are also called full agonists.

Below, we present some model relationships
between observed concentration and effect size,
as examples from a considerable volume of litera-
ture. The reader is referred to key texts for com-
prehensive coverage of this topic (e.g. Smolen,
1971; Gibaldi and Perrier, 1982, Dayneka et al.,
1993; Levy, 1993; Lesko and Williams, 1994;
Colburn, 1995; Derendorf and Hochhaus, 1995;
Gabrielsson and Weiner, 1997; Sharma and
Jusko, 1997).

Pharmacokinetic-pharmacodynamic
(PK/PD) modeling

Single-compartment, time-independent
PK/PD models

The simplest model is where (a) the drug distri-
butes into a single compartment, represented by
plasma, and (b) the effect is an instantaneous,
direct function of the concentration in that com-
partment. In this situation, the relationship
between drug concentration (C) and a pharmaco-
logical effect (E) can be simply described by the
linear function:

E=SC

where S is a slope parameter. If the measured effect
has some baseline value (Ej), when drug is absent

(e.g. physiological, diastolic blood pressure or rest-
ing tension on the tissue in an organ bath), then the
model may be expressed as:

E=FEy+SC

The parameters of this model, S and Ey, may be
estimated by linear regression. This model does not
contain any information about efficacy and
potency, cannot identify the maximum effect and
thus cannot be used to find ECs.

When effect can be measured for a wide con-
centration range, the relationship between effect
and concentration is often observed to be curvi-
linear. A semi-logarithmic plot of effect versus log
concentration commonly linearizes these data
within the approximate range 20—80% of maximal
effect. This log transformation of the concentration
axis facilitates a graphical estimation of the slope
of the apparently linear segment of the curve:

E=mIn(C + Cp)

where m and Cj are the slope and the hypothetical
baseline concentration (usually zero, but not for
experiments of add-on therapy or when adminis-
tering molecules that are also present endogen-
ously), respectively. In this equation, the
pharmacological effect may be expressed, when
the drug concentration is zero, as:

E() =m lll(C())

As mentioned earlier, for functional data based on
biophase, plasma or tissue measurements, we often
represent potency as ECso; and when two com-
pounds are compared with respect to potency, the
one with the lowest ECso value has the highest
potency. A general expression for observed effect,
by analogy with the Michaelis—Menten equation
(above) is:

 EnaC
- ECso + C

There are various forms of this function for agonist
(stimulatory) and antagonist (inhibitory) effects.
For example, if there is a baseline effect (Ej),



then this may be added to the right-hand side of the
equation:

EmaxC
E=Ey+——
ot ECso 4+ C
Alternatively, the relationship between concentra-
tion and effect for an antagonist, including a base-
line value, is:

LinaxC
E=E)y————
0 IC50 + C
In the E,x model above, plasma concentration and
EC5q are raised to the power of n (Hill factor) equal
to 1. A more general form of the equation is the
sigmoid curve:

_ Emaxcn
- ECY +Cn

where, by addition of a single parameter (n) to the
Enax model, it is possible to account for curves
which are both shallower and steeper than when
n = 1 (i.e. unlike the ordinary E,,x models). Note
that the sigmoidicity parameter (n) does not neces-
sarily have a direct biological interpretation and
should be viewed as an extension of the original
E.x model to account for curvature.

The larger the value of the exponent, the more
curved (steeper, concave downwards) is the line. A
very high exponent can be viewed as indicating an
all-or-none effect (e.g. the development of an
action potential in a nerve). Within a narrow con-
centration range, the observed effect goes from all
to nothing or vice versa. An exponent less than
unity (<1) sometimes indicates active metabolites
and/or multiple receptor sites.

The corresponding inhibitory sigmoid Epax
model is functionally described as follows:

E — EO _ Il'l’laXCn
ICs, + Cn

In vivo, these models, analogous to the classical
dose or log dose—response curves of in vitro phar-
macology, are limited to direct effects in single-
compartment systems. These models make no
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allowance for time-dependent events in drug
response.

Complex PK/PD and time-dependent models

The most common approach to in vivo pharmaco-
kinetic and pharmacodynamic modeling involves
sequential analysis of the concentration versus
time and effect versus time data, such that the
kinetic model provides an independent variable,
such as concentration, driving the dynamics.
Only in limited situations could it be anticipated
that the effect influences the kinetics, for example
effects on blood flow or drug clearance itself.

Levy (1964), Jusko (1971) and Smolen (1971,
1976) described the analysis of dose—response
time data. They developed a theoretical basis for
the performance of this analysis from the data
obtained from the observation of the time course
of pharmacological response, after a single dose of
drug, by any route of administration. Smolen
(1976) extended the analysis to application
of dose—response time data for bioequivalence
testing.

In dose—response time models, the underlying
assumption is that pharmacodynamic data gives us
information on the kinetics of drug in the biophase
(i.e. the tissue or compartment precisely where the
drug exhibits its effect). In other words, apparent
half-life, bioavailability and potency can be
obtained simultaneously from the dose—
response—time data. Considering such a model,
assuming (a) first-order input/output processes
and (b) extravascular dosing, the kinetic model
then drives the inhibition function of the dynamic
model. It is the dynamic behavior which is
described by the response model. A zero-order
input and first-order output governs the turnover
of the response. This permits us to consider situa-
tions where the plasma concentration represents
delivery of the drug to an effect compartment; the
time course of drug concentration and of effect
(both in the biophase) is different from that simply
observed in plasma concentrations.

The amount of drug in a single hypothetical
compartment after an intravenous (IV) dose is
usually modeled with mono-exponential decline
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and is analogous to the ‘plasma disappearance’
curve (above):

—Ki
Xv = Drve

The amount of drug in a single hypothetical com-
partment after an extravascular dose is then mod-
eled with first-order input/output kinetics:

_ K.FDy

—K(t—tie
o=k, —k o

_ eKu (I*tlag>]

Concentration—time effect modeling is illustrated
by the following example, which was chosen to
illustrate a single dose of drug causing the reversal
of a symptom (pain). Many other types of examples
exist.

The plasma kinetics of the analgesic were
describable by the following expression after the
intravenous bolus dose, with Cy =45.0 and
K =0.50h"":

C=45.0e""

In the same study, effect measurements were

recorded during 80 min, as shown in Figure 8.5.
Often, drug effects do not parallel changes in

plasma concentration. This can result from distri-
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o
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bution phenomena, such as when the effect occurs
outside the plasma compartment (e.g. the sedative
effect of a dose of benzodiazepine which occurs in
the brain), or when the effect recorded reflects, for
example, a chain of biochemical events triggered
by the presence of drug (e.g. the aborting of a
migraine attack by a serotoninergic drug). In rela-
tion to the first of these possibilities, a model,
sometimes called a ‘link model’ (also called the
‘effect-compartment’ or the ‘effect-distribution’
model), allows estimation of the in vivo pharma-
codynamic effect from nonsteady-state effect (F)
versus time and concentration (C) versus time data,
within which potential exists for observed E and C
to display temporal displacement with respect to
each other (Segre, 1968; Wagner, 1968; Dahlstrom
et al., 1978; Sheiner et al., 1979). The rate of
change of drug amount (A.) in a hypothetical effect
compartment can be expressed as:

dA.
dr

- kleAl - keOAe

where A is the amount of drug in the central com-
partment of a pharmacokinetic model, linked to the
effect compartment, with first-order rate constants
kie and ko. The corresponding expression for the
amount of drug in the effect compartment, for a

0 10 20 30

I I I I 1
40 50 60 70 80

Time (h)

Figure 8.5 Observed effect-time data for an analgesic



one-compartment model with bolus input of dose
(D) is:

kieD [esz

A =
© ko — K

_ ef eOt]

where K is the elimination rate constant. The con-
centration of drug in the effect compartment, Ce, is
obtained by dividing A, by the effect compartment
volume, V,:

kieD

Co=— "
¢ Velkeo — K)

[e—Kt _ ekcof]

At equilibrium, the rates of drug transfer between
the central and effect compartments are equal:

kleA = eOAe
klchC = keOVeCe

If the partition coefficient, K, equals C./C at equi-
librium (steady state), then we can rearrange the
above equation:

_ ki Vi

v,
¢ Kpkeo

Substituting for V., in the above equation
(i.e. kje = kep) yields:

Cc keODKP [ —Kt

— —_ 67 0!

Vi(keo — K) ]
At equilibrium, C will be equal to C./K}, by defini-
tion, and thus:

keoD [esz

Com 102
¢ Vi(keo — K)

_ efkeot]

This is how the link-model relates the kinetics in
plasma to the kinetics of drug in the effect compart-
ment. When used together with the E,,x model for
estimation of the maximal drug-induced effect, the
concentration at half-maximal effect (apparent
ECs50) and the rate constant of the disappearance
of the effect (kq):

_ Emax Cg
- ECZ, +Cn
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Computer fitting of the equations to the effect data
and estimation of the rate constant for the disap-
pearance of the effect, k.9, ECso and E,,x follows,
assuming the sigmoidicity factor () to be equal to
unity.

At steady state, C, is directly proportional to the
plasma concentration (C), as C. = K,C. Conse-
quently, the potency (ECsp) obtained by regressing
the last two equations represents the steady-state
plasma concentration producing 50% of Ey.

Note that the effect equilibration rate constant
(kep) may be viewed as a first-order distribution rate
constant. It can also be thought of in terms of the
rate of presentation of a drug to a specific tissue,
determined by, for example, tissue perfusion rate,
apparent volume of the tissue and eventual diffu-
sion into the tissue. The results of the data fitting in
this exercise with the analgesic are Ep,x 4.5; ECsg
0.61 ng-ml~" and ke 0.07h™".

Effect compartment or link models are limited
by their applicability to situations in which the
equilibrium between plasma and response is due
to distributional phenomena. In reality, there is
often a delay between occurrence of maximum
drug concentration in the effect compartment and
maximum intensity of effect caused by slow devel-
opment of the effect rather than slow distribution to
the site of action. In this situation, indirect or
‘physiological substance’ models are more appro-
priate (Dayneka et al., 1993; Levy, 1994; Sharma
and Jusko, 1997). Warfarin is a good example,
where this drug inhibits the prothrombin complex
activity (PCA) (inhibition of production of effect).
This is illustrated by the following example, which
relates changes in S-warfarin concentration to the
observed PCA. The dose was intravenous. The
change in PCA is shown in Figure 8.6. The plasma
kinetics of (S)-warfarin were described by the fol-
lowing mono-exponential expression:

Cy(s) = 1.05¢7007%8

and the equation for the turnover of clotting factor
[P] was:

dP Py

—=kyg————P

dr d 1+ Cw(s)n
ICs0s
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Figure 8.6 Observed PCA time course following the
administration of an intravenous bolus dose of warfarin

In this equation, k4 is the apparent first-order degra-
dation rate constant (also called k). This constant
can be obtained experimentally from the slope of a
In(P) versus time plot, after administration of a
synthesis-blocking dose of coumarin anticoagulant
(Nagashima et al., 1969; Pitsui et al., 1993). Py is
the baseline value of the prothrombin time, Cy) is
the concentration of (S)-warfarin and ICs, is the
concentration of warfarin at 50% of maximal
blocking effect. It was also possible to estimate
the half-life of the apparent first-order degradation.
An alternative model, including a lag-time to
allow for distributional effects embedded in the
observed time delay of the onset of the effect
after warfarin administration, was published by
Pitsui et al. (1993). Setting the baseline value of
clotting factor activity in the absence of warfarin
(Py) to a fixed mean of three predose measure-
ments, the program can estimate that parameter.
The model equations are as follows:

dPCA K
dr I(CW(S))

—kdXP

where I(Cy,(s)) is the inhibition function of warfarin
(see next equation). It is appropriate to substitute
K;, with kg X P. Inhibition of synthesis (rate in)
has an impact on the peak (trough) level rather than
the time to the peak. This is similar to a constant

rate of drug infusion into a one-compartment sys-
tem. The time to steady state is only governed by
the elimination rate constant and not the rate of
infusion. At steady state:

dR K
dr o I(CW(S)>

- k()utP - O
If the baseline condition for PCA with no inhibition
of drug is:
PCA =Py
then the steady-state condition for the pharmaco-

logical response (PCAg) with drug present
becomes:

1
Cw(s)n
1
* ICs0s

and where I(Cy)) is a function of Cy), n and
1C5,, then:

Cu"
ICsps

As stated before, the intensity of a pharmacologi-
cal response may not be due to a direct effect of the
drug on the receptor. Rather, it may be the net
result of several processes only one of which is
influenced by the drug. The process that is influ-
enced by the drug must be identified and an
attempt be made to relate plasma drug concentra-
tion to changes in that process. Warfarin provides a
good example of this, as the anticoagulant (hypo-
thrombinemic) effect is an inhibition of the synth-
esis of certain vitamin K-dependent clotting
factors.

Initial parameter estimates were obtained from
the PCA versus time data. The baseline value (120 s)
was obtained from the intercept on the effect axis.
This value is the ratio K;,/kq. From the intercept and
slope, K;,, was calculated tobe 3.5 sh™!. The plasma
concentration at the time of the trough of the effect
corresponded approximately with the ECs, value.
Thus, ICso=0.35mg 17", kg =03h~ ', n =35,



Py =130s and i, = Oh. The computer fitting
gave 0.262 +9.46 for the ICsy, 0.033 £ 17.9 for
kg, 2.68 £ 39.6 for n and 121 £ 58 for P, (limits
are CV%) with no lag time. Precision increased
when a finite lag time was included in the fitting.

As stated earlier, these are two of the many exam-
ples that can be chosen to illustrate principles. These
two cases, however, are especially relevant to the
relationship between animal work and phase I studies
in which only the simplest effects, such as counter-
action of a painful stimulus or raising/lowering of a
physiological parameter such as PCA, are likely to be
commonly measured. The reader is again referred to
standard texts for more thorough treatment of models
of this kind (Sharma and Jusko, 1997).

8.4 Commentary

We have not sought in this chapter to describe phase
I studies as such. This is a postgraduate textbook,
and we wish to convey how in vitro and in vivo data
of various kinds may be used to help extrapolate
observed drug effects from simple experimental
systems to the more complex clinical situation.
The ultimate need is to obtain useful predictions
of response in healthy human subjects (phase I
studies) from observed drug effects in animals or
in the test tube.

What are the strengths and weaknesses of these
approaches? The use of intrinsic clearance in vitro
permits predictions between species for the parti-
cular enzyme/route of metabolism concerned. If
humans have qualitatively different routes of
metabolism for any particular compound, then
this will weaken the predictive value of the in
vitro observation. Similarly, allometric scaling
works best for compounds with a high component
of nonenzymatic elimination, such as our model
compound with approximately 90% excretion as
unchanged drug. This prediction weakens as var-
iations in rates of enzymatic reactions become
more important. The PK—PD modeling appro-
aches use the existing in vivo data to calculate
constants which can be applied to other in vivo
data but does not, in its present form, link in vitro
and in vivo data.
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Significantly, none of these approaches uses
drug-receptor binding data. Although Ky values
are generated during initial screening of the scores
of compounds emerging from medicinal chemistry
laboratories, it has been a traditional problem that
relative efficacy remains unknown (this does not
detract from their value in chemical, structure—
activity analyses). Neither does any of these
approaches uses results of in vitro functional assays
which emerge from screening of the compounds in
biochemistry laboratories. It should be added that
there are exceptions, however: drug—receptor
binding constants and ECs, values from in vivo
studies in animals were used by Danhof and
Mandema (1995) to model drugs effects at benzo-
diazepine receptors and effects on EEG (Figure
8.7). Rowley et al. (1997) have taken a similar
approach with NMDA antagonists.

Prospectus

In the future, models will exist which will link
constants for in vitro binding to cloned human
receptors (Ky), data from in vitro functional assays
(IC50) and animal and human in vivo EC5 values.
A composite prediction matrix will be applied
rapidly and accurately to the process of synthesis
of new compounds for phase I testing.

In the shorter term, what can we now do to
expedite the drug selection process? Figure 8.8
represents a flow chart illustrating one form of
metabolism/pharmacokinetics input into the drug
discovery process. Arrows (indicating the flow of
work and communication) pointing to the right
represent perceived progress, whereas arrows point-
ing to the left represent ‘disappointments’ (and other
feedback) leading to corrections and revisions. The
numbered asterisks indicate continuations. The
‘flow of time’ is from left to right and from the top
panel to the bottom panel. The rectangles indicate
tasks that are to be completed, and rectangles in a
column within a panel represent work done by
different departments which may be simultaneous
or not simultaneous but does not require much
interaction between the investigators involved.
Unlike the flow chart of a computer program, after
which the diagram is modeled, most of the decisions
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Figure 8.7 Correlation (r = 0.993, p < 0.001) between benzodiazepine-free drug concentrations ECs, units produ-
cing 50% of the maximal EEG effect (change in amplitudes in the a frequency band, as determined by aperiodic EEG
analysis) and affinity to the GABA-benzodiazepine receptor complex (K;). Binding to the benzodiazepine receptor was
determined on basis of displacement of [*H]flumazenil in washed brain homogenate at 37 °C for six drugs B, IA, M, F, 0,
and C. (Reproduced with permission from Danhof and Mandema, 1995)

are made in discussions among committee members
and may not necessarily be based on hard and fast
criteria. Also, unlike a computer flow chart, the
decision concerning a particular drug will usually
be based in part on the results of work with other
compounds that have the same indication.

In the boxes representing tasks to complete in
the phase I study in humans, we have used the
symbol 1 to represent work that can be expedited
by good validated preclinical data. The symbol 2
represents the tasks that can be expedited by online
pharmacokinetic modeling. Among the pharmaco-
kinetic questions that will be asked online in the
phase I trial are the following:

1. Asthe doses are escalated, do the kinetics of the
drug appear to be linear or nonlinear over the
dose range?

2. With repeated dosing, is there any evidence of a
change in kinetics, for example a higher elim-
ination rate that might be indicative of autoin-
duction?

3. Does the drug accumulate in tissues more than
predicted with repeated dosing?

4. If preclinical work identified metabolite(s) to
measure in humans, are the pharmacokinetics
of metabolite(s) linear and as predicted?

5. Does the relationship between concentration
and effect change with dose, time and duration
of treatment?

We expect that the task lists represented by some
of the boxes will increase. For example, within the
box including ‘in vitro intrinsic clearance’, there
may be in vitro predictors of oral availability and
measures of potentially toxic metabolites. The ‘in
vivo pharmacokinetics’ in rats may include an
increasing number of compartments whose con-
centrations are measured by microdialysis and may
include measures of a few selected metabolite
concentrations.

This diagram is not a comprehensive guide to
drug discovery. However, it does show that the
chemists discover new chemical entities with
desirable properties. In vitro biochemistry is fol-
lowed by initial in vivo work in the rat which is
conducted with pharmacokinetic support and in
vitro drug metabolism in parallel. Compounds
meeting pre-arranged criteria proceed through
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pharmacological screening to general pharmacol-
ogy and toxicology, all with pharmacokinetic sup-
port, which involves the development of
pharmacokinetic and pharmacodynamic models.
As a chemical series develops, correlations such
as that in Figure 8.6 are developed. Eventually, a
compound or compounds is/are chosen for phase I
studies.

In this scheme, phase I is influenced by pharma-
cokinetic and pharmacodynamic modeling. This
modeling is used to refine the phase I protocol,
providing advice on sampling times, doses and
warning signs of difficulty if they occur, as well
as permitting comparison of, for example, ECsg
data from humans with EC5y data from animals and
in vitrolin vivo comparisons. The objective is expe-
ditious choice of the best compound, with the ever-
present limitations on information available. Note
that this scheme can involve feedback from phase I
to renewed chemical synthesis, as well as choice of
a second or third compound for human testing.

Currently, phase I studies themselves tend to be
quite straightforward and focus on single com-
pounds. Typically, after adequate preclinical char-
acterization of a candidate drug and 14-day and/or
3-month multiple-dose toxicology studies in two
mammalian species, a very low dose is chosen for
the first human exposure to the drug. In later expo-
sures, the dose is escalated according to some pre-
arranged criteria until the drug concentrations in
plasma associated with undesirable properties in
animals are reached and/or until some other limiting
response is threatened or observed in the human
volunteers. Doses may be single or short multiple-
dose series. Simple physiological and biochemical
measurements are routinely made in order to moni-
tor for safety. If possible, responses to the drug are
also measured when relevant to the intended ther-
apeutic use. A drug successfully passes to phase I if,
with appropriate plasma levels, responses are pre-
dictable, reversible, related to the known pharma-
cological mechanisms of the drug and there is a
viewpoint among the investigators concerned that
the drug could safely be given in initial studies to
patients from its target population. Hopefully, all or
most of what is observed in phase I is in line with
predictions based on the pharmacokinetic and phar-
macodynamic properties of the drug in animals.

Once phase I is complete, the humans become
the first-choice test species, under all but the most
specialized of circumstances (e.g. effects on repro-
duction). In this context, phase I serves as the
interface between preclinical research and clinical
development, and the validity of the predictions
from animals to humans involved is of paramount
importance.

We believe that with enhanced integrated study
of animals and humans and with data feedback
based on computer models, the process of drug
discovery from synthesis to proof of safety in
humans could be dramatically improved in its
efficiency. This is beyond what has traditionally
been expected from departments of drug metabo-
lism and pharmacokinetics (Welling and Tse,
1995). The time saved could be used to permit a
larger number of compounds with better pro-
spects, from a single research program, to be
compared in phase I studies. Consequently, the
extremely costly testing programs in patients
which follow phase I could be started sooner and
conducted better.
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9 Phase II and Phase III

Clinical Studies

Anthony W. Fox

The phases of drug
development: an obsolete
model

In former times, it was assumed that developmental
drugs proceeded in stepwise fashion from phase I,
through phase II, to phase III, prior to filing a PLA
or NDA. Phase I was conducted in ‘normal volun-
teers’ (although some medical students might
hardly characterize this term!). Phase II trials
were initial studies in selected patients, and phase
IIT was seen as wide-scale studies in broader
patient populations. After approval, certain stu-
dies, to find new indications, address special
patient subpopulations, for marketing purposes or
to otherwise broaden product labeling might or
might not be conducted. All postapproval studies
were termed stage I'V.

In modern practice, the distinctions between
phases I, II, III, and IV are very often blurred.
Three principal and interlocking pressures have
caused this blurring: time, finance and an evolving
regulatory environment.

Of these three pressures, the most important is
time. Strategies such as the overlapping of devel-
opment ‘phases’, as well as the use of early dose-
ranging studies as pivotal, and choosing doses

based on surrogate end points are technical
responses to this challenge.

Financial pressures, even for the largest pharma-
ceutical companies, are generally much greater
than in the past. The technical response is to max-
imize resources, avoiding any and all redundant
clinical studies.

The regulatory pressures come both from
the regulatory authorities and from within the
pharmaceutical companies themselves. Regula-
tory authorities have increased their scientific
sophistication during the last 30 years. The ques-
tions that are now asked of companies, and the
earlier stages of drug development when these
questions are asked, have driven change in
clinical study design. Increasingly sophisticated
data are now developed at earlier stages of drug
development.

In the later stages of the development of success-
ful drugs, the interval between PLA or NDA filing
and product launch is not wasted. The term ‘phase
IIb’ has been invented for the conduct of phase I'V-
type studies during the pre-approval period.
Furthermore, in some companies, the old ‘phase
IV’ is now divided into phases IV and V, without
any generally agreed definitions except, perhaps,
that the studies are run by different teams.
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Quite apart from these general trends blurring
the distinctions between phases I, II and III, there
are (and always have been) sound medical or phar-
macological reasons for doing so. Good examples
might be the following:

e It would be unreasonable to study the pharma-
cokinetics of relatively toxic agents, at poten-
tially therapeutic doses, in normal volunteers
due to the near-certainty of the adverse events.
Typically, this information can be gained in
patients with diseases potentially responsive to
these agents. Thus, the first-in-man studies in
this case are ‘phase II’, using the classic nomen-
clature. Cytotoxic and antiviral drugs are two
important classes of agent where this is com-
monly the case.

e There is little point in testing the tolerability of
drugs in normal volunteers, when only patients
with the disease of interest are able to demon-
strate a relevant pharmacodynamic effect. The
doses at which tolerability must be confirmed are
unknown until the exposure of patients can indi-
cate the doses that may be effective. The devel-
opment of potent opioids such as alfentanil,
sufentanil and remifentanil as anesthetic agents
are a good example.

e There are some diseases which have neither ani-
mal model nor relevant pharmacodynamic or sur-
rogate end point in normal volunteers. Such
diseases may also alter the pharmacokinetics of
the drug, thus invalidating anything that might be
learned from normal volunteers. A good example
is the migraine syndrome. No animal species has
migraine, and normal volunteers cannot report an
anti-migraine effect. Nausea, vomiting and gas-
tric stasis are common during migraine attacks
and may be expected to alter the pharmacoki-
netics and effectiveness of oral therapies.

There is nonetheless little hope that the phase I-I11
aphorism will die. Nevertheless, it is quite wrong to
assume that these ‘classical’ terms and definitions
still apply to how drugs are developed according to
modern practice. The classical four-phase strategy
of drug development is far too stereotyped,

simplistic and pedestrian to have survived into
the modern era of drug development. None of
today’s successful companies actually use such a
strategy. We are simply shackled with an outmoded
terminology.

9.2 Concepts of bias and
statistical necessities

Bias is a general consideration in clinical trial
design, regardless of the type of trial being con-
ducted. It is considered here as an overarching
issue, to be applied to the systematic description
of the types of study design considered below.

The word bias has many definitions, but in this
context, it is best described as a distortion of, or
prejudice toward, observed effects that may or may
not truly be due to the action of the test drug(s).
Many things can distort the true measurement of
drug action, and bias is the trialist’s most unremit-
ting enemy. This enemy comes from many quarters
(Table 9.1). The clinical trialist must be sufficiently
humble to realize that he or she, himself or herself,
may be a source of bias.

The pharmaceutical physician may not be
expected to be a specialist statistician, and statistics
are not the subject of this chapter. However, the
ability to talk to and understand statisticians is
absolutely essential. Sine qua non: Involve a
good statistician from the moment a clinical trial
is contemplated. Furthermore, the pharmaceutical
physician should be confident of a sound under-
standing of the concepts of type I and type Il error,
and the probabilities o and f (e.g. Freiman ez al.,
1978). This is one of your best defences against
bias.

9.3 Prospective definitions: the
only way to interpret what
you measure

It does not require a training in advanced statistics
to hold a common sense and accurate approach to
creating clinical hypotheses, translate them into the
precise quantities of a measured end point and then
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Table 9.1 Some example sources of bias in clinical trials

Poorly matched placebos subtle or obvious non-randomization of patients

Failure of double-blinding, for example when pharmacodynamic effects cannot be controlled
Prompting of prejudiced subjective responses non-uniform medical monitoring

Protocol amendments with unequal effects on treatment groups

Peculiarities of the study site itself (e.g. psychotropic drug effects in psychiatric institutions which fail

to predict effects in out-patients)

Differing medical definitions across languages, dialects or countries (e.g. ‘mania’)
CRF with leading questions, either toward or away from adverse event reporting

Informal, ‘break the blind’ games played at study sites

Selective rigor in collection and storage of biological samples

Selectively incomplete data sets for each patient

Inappropriate use of parametric or non-parametric statistical techniques
Failure to adequately define end-points prospectively, and retrospective ‘data dredging’

Acceptance of correlation as evidence of causation

Averaging of proportionate responses from non-homogenous treatment groups, also known as Simpson’s

paradox (see Spilker, 1991)

Unskeptically accepting anecdotal reports tendency to publish only positive results

CREF: case report form; the term ‘controlled’ is used in its technical sense (see Section 9.2 of this chapter).

to interpret the results. Although the finer points of
statistics are presented elsewhere in this book, it is
common sense that the only way to interpret what
you measure is to define this whole process before
the experiment starts.

Thinking carefully about what might actually
constitute an observed response before you mea-
sure it removes at least one important source of
bias. That bias is the clinical trialist himself/
herself. There has been too little emphasis in recent
years on the fundamentals of end points, their
variability and how they are measured. Further-
more, the relationship between what is measured
and its clinical relevance is always debatable: the
tendency is to measure something that can be
measured, rather than something that needs valida-
tion as clinically relevant. Good examples include
rheumatological studies: counts of inflamed joints
before and after therapy may be reported, but do
not reveal whether the experimental treatment or
the corresponding placebo caused some of the
patients to recover the ability to write or others
the ability to walk (Chaput de Saintonge and Vere,
1982).

Most clinical trialists experience the urge, espe-
cially in early studies, to collect every piece of data
that they possibly can, before and after every drug

exposure. This urge comes from natural scientific
curiosity, as well as a proper ethical concern,
because the hazard associated with clinical trials
is never zero. It behooves us to maximize the
amount of information gained in return for the
risk that the patient takes for us, and for medicine
in general.

Consequently, large numbers of variables are
typically measured before and after drug (or
placebo) administration. These variables all exhibit
biological variation. Many of these variations have
familiar, unimodal, symmetrical distributions which
are supposed to resemble Gaussian (normal), Chi-
squared, f, binomial and so on, probability density
functions. An intrinsic property of biological vari-
ables is that when measured one hundred times,
then, on the average and if normally distributed,
5% of those measurements will be more than 42
standard deviations from the mean (there are corol-
laries for the other probability density functions).
This meets a typical, prospective ‘p < 0.05, and
therefore it is significant’ mantra. It is also true
that if you measure one hundred different variables,
on two occasions only, before and after administra-
tion of the test material, then, on the average, 5% of
those variables are going to be significantly different
after treatment (this masquerades sometimes in
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findings among ‘selected secondary end points’).
A sound interpretation, of course, is based upon
only those end points that were selected before the
experiment began, and comparing these with those
for which no such statistical differences were
found.

9.4 Historical clinical trials

Any general work must include these classic bits of
history. Perhaps unusually, clinical trials appear to
be a European scientific invention. There is no
evidence that either the ancient world or the med-
iaeval Arabs carried out prospective studies
(although there are some anachronisms in recent
fiction). Sir John Elwes of Marcham Manor
(Berkshire, now Denman College of the Womens’
Institute) was a famous miser. After injuring both
legs, Elwes gambled with his apothecary that the
latter’s treatment of one leg would result in slower
healing than the other leg which would be left
untreated. The apothecary duly lost his fee with a
wound that took an extra two weeks (Milledge,
2004). The precise date of this n = 1 clinical trial
is uncertain, but it must have been close to what is
generally accepted as the earliest clinical trial,
conducted by Lt. James Lind, RN.

Thomas (1997) has pointed out that sailing
men-of-war frequently went many months
without docking (for example, Nelson spent 24
unbroken months on HMS Victory while blockad-
ing French ports, and it is said that Collingwood
once went 22 months without even dropping
anchor). Scurvy was rampant in the Royal Navy,
often literally decimating ships’ crews. Sailors
survived on the poor diets carried aboard for long
months, with water-weevils and biscuit-maggots
constituting important dietary protein! Before
Lind’s time, the Dutch had already learned to
treat scurvy by replenishing their ships at sea
with fresh fruit and vegetables. This was also
known by Cook; when in command of H.M.
Barque Endeavour, men were flogged for not eat-
ing their vegetables.

Lind had been pressed into the Royal Navy as a
Surgeon’s Mate in 1739 and with some experience
as an apprentice surgeon in Edinburgh. It is a nice

irony that the first prospective clinical study with
n > 1 was actually conducted by a surgeon!

The clinical trial was held at a single site, H.M.S.
Salisbury, a frigate in the English Channel during
the early summer of 1747 (Lind, 1753; Frey, 1969;
Thomas, 1997). The experimental controls
included that all 12 patients met the same inclusion
criteria (putrid gums, spots on the skin, lassitude
and weakness of the knees). All patients received
the same diet except for the test materials. All
treatments were administered simultaneously (par-
allel group). Compliance with therapy was con-
firmed by direct observation in all cases. The trial
had six groups, with n =2 patients per group.
The test medications were (daily doses): (a) cider
(1 quart), (b) elixir of vitriol (25 drops), (c) vinegar
(two spoonfuls plus vinegar added to the diet and
used as a gargle), (d) sea water (‘a course’),
(e) citrus fruit (two oranges, plus one lemon
when it could be spared) and (f) nutmeg (a ‘big-
ness’). Lind noted, with some disdain, that this last
treatment was tested only because it was recom-
mended by a surgeon on land. The famous result
was that within six days, only 2 of the 12 patients
had improved, both in the citrus fruit group, one of
whom became fit for duty and the other at least fit
enough to nurse the remaining 10 patients.

We should note the absence of dose standardi-
zation and probably of randomization because
Lind’s two seawater patients were noted to have
‘tendons in the ham rigid’, unlike the others.
However, the result had been crudely replicated
by using n = 2 in each group. If we accept that the
hypothesis was that the citrus-treated patients
alone would improve (Lind was certainly skeptical
of the anecdotal support for the other five alter-
native treatments), then, using a binomial prob-
ability distribution, the result has p = 0.0075. But
statistics had hardly been invented, and Lind had
no need of them to interpret the clinical signifi-
cance of this brilliant clinical trial.

Lind was not quick to publish his most famous
treatise reporting this clinical trial (Lind, 1753).
Indeed, in 1748, his Edinburgh MD thesis was on
an entirely unrelated subject. Subsequently, Lind
was Treasurer of the Royal College of Surgeons of
Edinburgh, and then appointed physician to the
Royal Naval Hospital, Haslar (a fifth of his first
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6000-odd admissions were for scurvy). He subse-
quently developed a large private practice, but
little fame amongst his peers, and was buried at
Gosport in 1794. The Royal Navy was even slower
to act on his findings, not instituting citrus juice in
sailors’ diets, until the year after Lind’s death,
following much administrative resistance but no
scientific controversy (Bardolph and Taylor, 1997).
The British, especially those in the Royal Navy, are
still known as ‘limeys’, which is the unique exam-
ple of a national nickname based on a therapy
proven by clinical trial.

Thus, Lind illustrates some other aspects of
clinical trials: first, he had little academic kudos,
although he was clearly qualified by experience
and training (a requirement of trialists by law
in the United States). Second, he did not publish
his results rapidly. Third, his results were not
implemented promptly in the interests of the
public health. It is important to realize that these
undesirable aspects of clinical trials persist to
this day.

9.5 Limitations of controlled
clinical trials

Progress in therapeutics has not always arisen from
controlled clinical trials. Chance observations have
historically led to huge advances. Today’s three
most commonly used cardiovascular drugs are
good examples: digoxin is a component of digitalis
(famously reported by Withering after observing
the treatment of a dropsical lady by a gypsy),
aspirin is derived from the willow tree bark first
reported by the Revd. Edmund Brown to treat his
own malarious fevers, and warfarin is the result of a
University of Wisconsin investigation into a
hemorrhagic disease of cattle. Lest we forget,
Jenner’s experiments would be ethically impossi-
ble today: they included deliberate exposure to
small pox, and aspirin is a drug that would probably
fail in a modern preclinical toxicology program
due to chromosomal breaks and gastrointestinal
adverse effects due to systemic exposures in
rodents. Modern clinical trials are therefore not
necessarily the holy grail of therapeutic progress.

Statistical theory must also be held not only
with respect but also with healthy skepticism. It
should be remembered that the development of
statistics, as they have come to be applied to clin-
ical trials, has arisen from a variety of
nonmammalian biological sources. Experimental
agriculture stimulated the early giants (Drs. Fisher
and Yates) to explore probability density functions.
While epidemiological studies have confirmed
much that is similar in human populations, it is
unknown whether these probability density func-
tions apply uniformly to all disease states. Any
statistical test that we employ makes assumptions
that are usually not stated.

9.6 The clinical development plan

It is impossible to consider clinical trial protocol
design in isolation. All clinical protocols should be
written after a clinical development plan has been
agreed by the diverse membership of the clinical
development team. The clinical development plan
should itself follow the construction of a hypo-
thetical drug label. The goals of such a plan
might be as limited as to provide for the start of
phase II, or as complex as mapping an entire route
from first-in-man studies to product registration.
The path from the present status to the overall goal
can then be understood. It may be added that,
within a large company, this is also a good way
for clinical and marketing departments to commu-
nicate.

9.7 Protocols, case report forms,
and investigators’ brochures

Other chapters describe the regulatory governance
of clinical trials, and little needs to be added here.
These clinical trial documents are central to these
processes. Equally, the regulatory requirements
(which still vary from country to country), and
the documents needed to support them, must be
taken into account when constructing the clinical
development plan.
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9.8 Objectives and prerequisites
of phase II studies

Gallenical forms

A good rule of thumb is that pivotal clinical trials
for registration purposes ought to be conducted
with the same formulation and manufacturing pro-
cess that is proposed to be taken to market.
Although the nuances of pharmaceutical con-
structs are described in Chapter 35, it is important
to understand the sometimes grave consequences
when this rule of thumb is not observed.

Most regulatory authorities will want reassur-
ance that the pharmacokinetic (PK) properties of
the marketed product closely resemble those in
which the pivotal studies are carried out. This is
not unreasonable: if the PK properties differ, then
so may dose size and frequency. Occasionally, a
phase III study will be ‘bridged’ to the marketed
formulation by the demonstration, for example,
that two different tablets have the same PK profile.
However, the risk is that different formulations will
not turn out to possess the same PK profile: either
new pivotal studies will have to be conducted with
the new formulation or registration will be delayed
until the new formulation is adapted so that it does
match the phase III test material. For inhaled drugs,
this is especially difficult. Time and money is often
lost in both cases. It is a risky gamble to leave
development of the final formulation until the end
of a clinical development plan.

Informed consent

This is considered in detail in Chapter 7. The
clinical trialist should remember, however, that
he or she ultimately carries the ethical responsibil-
ity for this document, regardless of what corporate
lawyers and others may wish to do with it. Typi-
cally, Institutional Review Boards in the United
States are more likely to be tolerant of long forms
than ethics committees in Europe.

Toxicological coverage is covered in more detail
in Chapter 6. However, the clinical trialist is
encouraged to consider this for every protocol. A
useful method is to start with the general case:

What is the relationship between duration and
dose sizes of animal studies and the clinical proto-
col-specified dose size and duration? This exercise
ought to be conducted using methods that standar-
dize both for body weight and body surface area
across species. Next, review closely all the prior
human exposure to the test drug (if any) to see
whether any unexpected signals for investigation
may be found. Lastly, consider from the known
pharmacology of the drug whether there are likely
to be any particular tolerability issues for which
special monitoring methods are needed, and think
laterally.

For example, what is likely to be the adverse
effects of a potassium channel-blocking drug being
investigated for a central nervous system indica-
tion? The answer may lie in all the excitable tissues
that contain potassium channels. Is there any pre-
clinical evidence that the drug discriminates
between potassium channels in different tissues?
Are there changes in the EEG or ECG that may be
found in the nonhuman database or among prior
human exposures to the test agent that escaped
being reported because ‘not thought to be clinically
significant’?

9.9 Common phase II/III study
designs

Many initial studies are conducted in an uncon-
trolled fashion. Eminent professors will treat a few
of their patients with a test medication (perhaps
under an investigators’ IND in the United States)
and form opinions about the worth (or otherwise)
of a new therapy. Although this may be grist for the
mill of press releases and fund raising for small
companies, these uncontrolled observations often
mistakenly become a cast-iron credo for the spon-
soring company. An observed effect — any effect —
is viewed as better than none, and the relative lack
of scientific controls permits large biases to arise.

The first risk from this haphazard start to clinical
development is that potentially good options for a
test compound may be needlessly rejected. The
professor’s patient population may not include a
disease state or disease subtype for which the new
drug is actually well suited. Equally, efficacy and



tolerability may be dose-dependent, and this can
only be assessed when studied in a systematic
fashion. Lastly, most drugs are just one of a series
of compounds which share closely related proper-
ties in preclinical testing. It is impossible to know
which of these is the most promising, when only
one has been tested.

Assuming that reasonable tolerability, reason-
able understanding of pharmacokinetics and (pre-
ferably) a relevant pharmacodynamic effect has
been observed in normal volunteers (see Chapter
8), then the first task is to reassess all of these
in a relevant disease state. This is slower and uses
more patients than the professor’s uncontrolled
observations. But at the end of a small number of
such small studies, there ought to be good informa-
tion about the feasibility of a pivotal clinical
trials program and, if not, then the feasible
course corrections (e.g. alternative indications).
Note that one such course correction may be ceas-
ing to develop the drug, and switching to another
member in the series. Arguably, the appropriate
‘killing’ of drugs is the most valuable thing that a
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phase II program can accomplish before too much
time and money has been wasted.

When choosing a clinical trial design
(Table 9.2), economic factors include numbers of
patients, time that will elapse, drug supply and total
cost. Although these economies are important and
relevant in all design choices, they should also
be factored against the end points that may or
will be measured. The relevance of an end point
and its sensitivity to detect a drug-related effect
may be primarily dependent upon the duration of
patient exposure. For example, a short period of
observation is unlikely to detect a difference in
time to next seizure in a study of antiepileptic
drug with an add-on design in patients who are
only moderately disabled by epilepsy. On the
other hand, the identification of a PK interaction
between a new and an established therapy in the
same population may only require very short obser-
vation periods.

There are several common classes of study
design. These classes apply to almost all phases
of drug development. No list of trial designs can be

Table 9.2 Basic trial designs and the factors that are suited and unsuited to each

Trial type Factors suited

Factors unsuited

Parallel-group, single
treatment

Episodic disease

Rare disease

Imperfect placebo matching

Blinding difficult (e.g. surgical
procedures, psychtropic drugs)

Parallel-group, chronic Stable disease state
treatment

Crossover with washout Stable disease state

Unethical to use active comparator
or placebo
Untreated washout not ethical

Ethical to use placebo after active

Complicated tolerability profile

Sequential Rare disease
Homogeneous disease state
Urgent need to save life
‘Nof I’ Stable disease state

‘Large simple’

Open label

Within-patient
dose ranging
Combination therapy

Very common disease
Easily measured end-points
Well-understood drug
Tolerability issues only

Stable disease state

Intolerable high initial dose

A priori reason to expect favorable
drug interaction

Many concomitant disease factors

Few or no feasible alternative
therapies

Tolerability issues not closely related
to efficacy variable

Spontaneous adverse event frequency
high

Drug tolerance

Unethical to use single therapy
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exhaustive, because almost all clinical trials are
different. What follows is an attempt to briefly
review the classes of clinical trial design that will
encompass a large majority of studies, and to com-
ment on their economy and end point possibilities.

Parallel-group studies are typically thought of as
the most straightforward design case. In fact, a
bewildering array of variations exists within this
class.

In the simplest case of parallel-group study, a
group of patients presenting sequentially are ran-
domized to one of two equally sized treatment
groups, until a prospectively determined total num-
ber of patients has been recruited. All these patients
are followed for a predetermined period of time, or
until some end point is achieved. The database is
quality assured and locked before the randomiza-
tion code is broken. The patients are then sorted
according to their treatment, the end point mea-
surements are subjected to a statistical test and an
interpretation of the effect (or absence thereof) of
the drug is made. What could possibly go wrong?

The answer is that little can go wrong when there
are ample patients, plenty of drug available, the
choice of dose size has been perfect, the end points
are incontrovertible, the measurements are possible
using a rational or absolute scale, there is ample
toxicological coverage for all the dose sizes
employed and the trialist has an unlimited budget!
This combination of Utopian conditions never exists.

The ascending dose-ranging cohort design is one
variant within the parallel-group class. It is best
suited when there is no cast-iron assurance of
tolerability for all the dose sizes of interest. Patients
are randomized in cohorts to either active or pla-
cebo treatment; frequently there are fewer placebo-
treated patients in each cohort.

The objective is to cumulate tolerability experi-
ence as dose size gradually increases. If the treat-
ments in the first cohort prove to be well tolerated,
then the next cohort is randomized in the same way
except that the active-treated patients receive a
larger dose size. Note that this judgment can be
made without breaking the blind. A comparable
number of placebo-treated patients to any single
active-treatment group can be cumulated across
several cohorts, each cohort having fewer placebo-
than active-treated patients. This economizes on

patient numbers in comparison to randomizing
each cohort in a 1:1 fashion, and may also econo-
mize on both drug and patients if two doses are
found to be similarly effective and well tolerated,
albeit not the highest dose that was projected.

Sequential cohorts do not usually economize on
time. Treatment codes can be broken at the end of
each cohort (and not introduce bias into observa-
tions of succeeding cohorts). Sometimes, this can
lead to early closure of the study when the desired
pharmacodynamic effect is observed at a lower dose
than the maximum projected by the study. However,
the deliberations of safety committees at the end of
each cohort can often be time-consuming.

Within-patient dose titration designs may be
conceptualized as the application of an ascending
dose cohort design within a single patient. The
advantages of such designs are when immediate
high-dose therapy is contraindicated for tolerabil-
ity reasons, and when there is likely to be large
variations between patients in the tolerability and
efficacy of the test drug.

Patients are reviewed during and after comple-
tion of a course of therapy which may include
programmed changes in dose size. If the drug is
well tolerated they may progress to a course of
therapy at higher dose. A prospective limit on
dosing and the number of courses of treatment is
made (e.g. according to toxicology coverage). Dos-
ing may be curtailed at any time when either there
is unreasonable intolerance of the drug, or when
acceptable efficacy and simultaneous tolerability
have been observed. This is not unlike the approach
to therapy under ordinary clinical circumstances.
For example, patients with epilepsy are often trea-
ted by dose alterations. Another advantage of this
design is that at the end of the study, the range of
tolerated and efficacious doses can be examined
among all treated patients in comparison to demo-
graphic factors, disease subtypes and so on.

The greatest difficulty with ascending-dose,
within-patient designs is usually in treatment
masking. Double-blind requirements have to take
into account a wide variety of dose sizes, and that
contemporaneous placebo formulations will be
needed. Some studies of this type are hybridized
with a crossover strategy (see below). Dose tailing
at the end of the study may be viewed as the same



procedure in reverse, although may be conducted
open-label and more rapidly (guided by suitable
PK information) than when therapy is being
introduced.

Sources of bias in this study design arise from
the exposure of patients to lower doses first.
Patients obligatorily must tolerate, and fail to
respond to, lower doses before being exposed to
higher doses. Any degree of treatment familiariza-
tion, tachyphylaxis or patient withdrawal rate
biases dose—response curves to the right (i.e. tend
to overestimate the ED50) in comparison to a
parallel-group study in the same patients with the
same end points.

Crossover studies

Generally, crossover studies are more complicated
than parallel-group designs. Patients are exposed to
more than one test medication, in sequential treat-
ment periods, perhaps with periods of no therapy
intervening between those of active therapy. Active
therapies may be different drugs, or different doses
of the same drug, or, in complicated studies, both.

The most famous problem is eliminating carry-
over effects (‘washout’). Ideally, end points should
be measured and unambiguously attributable to
one of the test regimens. This requires no residual
effects of the previous regimen(s) (see Laska et al.,
1983). If this involves intervening placebo treat-
ment periods in between test medications, then
clearly this approach is not possible when placebos
are ethically unjustifiable.

Usually, patients are randomized to a particular
treatment order, and all patients are eventually
exposed to the same variety of treatments. Large
numbers of treatment periods, assigned using a
Latin square, have been reported; however, the
logistics and patient retention in such studies are
usually difficult, and these ideal designs are likely
to be successful only when treatment periods are
short; ideal designs are commonest for normal
volunteer studies (e.g. Amin et al., 1995).

In later phase studies, if there are still numerous
treatments or dose sizes that need to be tested, then
‘partial crossover’ designs can be used. These
expose patients to a random subset of all the
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study treatments, again in a random order. ‘Partial
crossover’ designs necessarily require the avail-
ability of large numbers of patients. However,
there can be economies of the amounts of test
drug needed, and the time needed to conduct the
study in comparison to an equivalent, complete,
crossover design. Shorter durations of patient par-
ticipation are also usually associated with less
missing data and fewer patients lost for adminis-
trative reasons. Overall patient recruitment is more
efficient.

Clinical trialists should be wary of using rando-
mized, crossover designs when there are likely to
be appreciable numbers of patients who are with-
drawn before completing the study. This can cause
serious imbalance among treatment groups and
seriously jeopardize the likelihood of achieving a
statistically robust result. Crossover studies with
three or more periods have a substantial advantage
over two-period designs, when the amount of miss-
ing data is likely to be large and statistical salvage
is necessary (Ebbutt, 1984).

9.10 Minimization trials

Less common are trial designs that specifically and
adaptively minimize the number of patients needed
while preserving design integrity for appropriate
statistical analysis. Early ‘Evolutionary’ designs
are now being succeeded by independent treatment
allocation in pursuit of this goal. All minimization
designs involve arduous statistical planning, and
the clinical trialist should seek expert help from the
outset.

Evolutionary designs were devised by Dixon
and Armitage. Although the statistical analysis is
rather different, they have the same objective,
which is to detect a treatment effect at the earliest
moment possible, using the fewest possible
patients, while retaining statistical robustness.
Both types are suited for exploratory clinical
research and diseases which are rare.

The Dixon ‘Up-Down’ technique was first
described in the statistical literature in 1947. It is
designed to estimate an ED50 in clinical trials or
toxicological tests, when a quantal response is
measured (see Figure 9.1). However, it should be
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Dose (units)

Patient number

I I I [ I

7 8 9 10 11 12 13 14 15

Figure 9.1 The Dixon Up-Down (‘adaptive’) clinical trial design

remembered that continuous responses can be con-
verted into quantal responses with appropriate,
prospective efficacy criteria. For example, blood
pressure is a continuous variable, but a drug may be
deemed effective or ineffective by stating prospec-
tively that a desired response is quantal positive
after a 15 mmHg fall in diastolic blood pressure
within 60 days of commencing therapy. Theoreti-
cally, this strategy can be implemented with groups
of patients treated in the same way instead of
individuals. Sometimes, this technique is termed
an ‘adaptive’ trial design, because dose size is
adapted according to the response of the previous
patient or group of patients.

The Armitage technique or ‘sequential analysis’
was originally employed in the testing of explosive

ordnance. Patients or groups of patients are paired
and then treated with alternative therapies. A con-
trol chart is developed that records the result of
each comparison with time, and crossing a bound-
ary on the chart after an unpredictable number of
paired comparisons gives the trial result. For a trial
of a new therapy that can both benefit and harm the
patient, a typical probability control chart forms a
‘double-triangle’ pattern, as shown in Figure 9.2.
The original methods have been extended in
many ways. The design of control charts is always
prospective, and their shape depends upon the a
priori expectations of the development team. For
example, when it is important to test only the
tolerability of a compound, the chart can have an
‘open top’: this is when it is important for the
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Figure 9.2 The Armitage (‘sequential analysis’) clinical trial design
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development team to detect drug toxicity early, but
not efficacy. Similarly, depending upon the hypoth-
eses under test, control charts can be rhomboidal,
parallelogram or of many other shapes. Whitehead
(1999) is the best entry to the literature on this
specialized topic.

Contemporaneous independent
treatment allocation

Taves (1974) has described a study design that
requires an independent coordinator who allocates
each patient, as he or she is recruited to one or other
treatment group. The independent coordinator
allocates each patient so as to minimize the differ-
ence between the two treatment groups according
to prospectively defined patient characteristics, for
example, age, sex, genotype, disease state or stage,
or concomitant therapy. This allocation is therefore
also based upon the cumulating characteristics of
the treatment groups as has developed during the
study to date. Patients are therefore not allocated to
atreatment group by the chance of a randomization
schedule.

Bias in minimization trials can be avoided when
three conditions are met. Firstly, those performing
the clinical trial itself, that is administering test
medications and measuring end points, should be
double-blind and unaware of which treatment the
patient has received. Secondly, the independent
coordinator need only allocate patients to anon-
ymous groups A or B, and the study pharmacist
need be the only person who knows which treat-
ments these codes represent. Thirdly, the criteria
for which the treatment groups should be balanced
must be prospectively identified and rigidly
adhered to, using a recorded, quantitative system
of scoring the factors.

In its simplest form, this class of minimization
designs usually results in treatment groups of
nearly equal size. By equitably assigning patients
to three or more treatment groups, and yet having
identical treatments for two or more of these,
unbalanced sample sizes can be created. This is
of use when, for example, it may be desirable to
expose fewer patients to placebo than to active
therapy, especially when conducting a trial of com-

pounds whose properties are fairly well known or
may be predicted with some confidence.

Note that minimization trials can only alter
power calculations when assumptions of the size
of worthwhile differences in effect are also pro-
spectively defined. For example, from a clinical
point of view, a small-sized improvement in out-
come (perhaps a few percent of patients more than
that observed for placebo treatment) may be
viewed as very worthwhile in an extremely hetero-
geneous patient population when subjected to mul-
tivariate analysis (this is common in large, simple
studies; see below). On the other hand, when
designing a minimization study, the assumption
is that the treatment groups will be devoid of rele-
vant differences in baseline characteristics and,
therefore, clinical significance might only be
assumed to follow from a large-sized difference
in patient response. The size of the difference that
is assumed to be of interest, as it increases, may
compensate for the reduction in variability
amongst study group samples, and thus have less
than expected impact on the sample sizes needed to
conduct the clinical trial.

Minimization designs are probably under-used
by the pharmaceutical industry. This approach is
not well designed for pivotal clinical trials nor for
diseases with large numbers of prognostic factors,
where, in any case, large numbers of patients are
especially needed for a tolerability database. If the
controlled clinical trial is a gold standard, then it
would be wrong to assert that the independent
treatment allocation design is the ‘platinum stan-
dard’ (pace Treasure and MacRae, 1998). The
interested reader is referred to a good published
example (Kallis et al., 1994), and to more detailed
statistical treatments (Pocock and Simon, 1975;
Freedman and White, 1976).

9.11 The ‘large simple study’
and stratification designs

These similar classes of study require large num-
bers of patients. The choice between them lies in
being able to ‘hedge one’s bets’ with a partial
indication approval, versus ‘all or nothing’ with
huge logistical costs and potentially huge rewards.
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Stratification studies

In pivotal studies, large numbers of patients are
studied so that their diverse clinical characteristics
can imitate better the ordinary patient population
than in earlier, more selective trials. When a variety
of concomitant factors (e.g. other diagnoses, wider
degree of disease severity, concomitant medica-
tions, etc.) are suspected, and may interact with
drug tolerability or efficacy, then patients may be
stratified into randomization groups according to
the presence or absence of such factors. For exam-
ple, patients with Crohn’s disease might be strati-
fied according to whether or not they also have
cutaneous manifestations, and each stratum then
randomized to active or placebo for a total of four
treatment groups, although with only two test treat-
ments. Separate statistical analyses for the strata
can then be planned, and the study size adjusted
accordingly. The efficacy of the new drug may be
found to be restricted to a (some) particular patient
subset(s). Regulatory authorities will often
approve indications with caveats based on such
subsets. For example, in the United States, one
indication for aprotonin is ‘. . .to reduce periopera-
tive blood loss ... in selected cases of primary
coronary artery bypass graft surgery where the
risk of bleeding is especially high, for example
impaired hemostasis, presence of aspirin or coagu-
lopathy of other origin’. The risk of stratification
studies is that conservative regulatory authorities
will want to see statistical significance in all patient
subsets before allowing a short, broad indication in
labeling.

The ‘Large, simple study’ is a recently recog-
nized alternative to stratification, pioneered by
Peto. Large numbers of unselected patients are
subjected to a single randomization. If enough
patients are recruited, and if the randomization is
truly unbiased, then the large sample sizes will
allow all the potentially interacting variables (con-
comitant drugs, concomitant diseases, demo-
graphic variables, etc.) to balance out between
the treatment groups.

The ‘simple’ part of this approach is that, in
fundamental terms, the case report form can be
very short. There is no need to collect lots of
information about the patient’s clinical condition

because there is no use for these data. Trials of
cardiovascular drugs, on an almost epidemiologi-
cal scale, have been the most significant example of
this alternative approach. Literally, tens of thou-
sands of patients have been recruited under these
protocols with case report forms having fewer than
10 pages for each patient. Dr Robert Temple (1997,
Director of the Office of Drug Evaluation I, at
FDA) has commented that it may even be possible
to conduct large simple studies in treatment IND
situations, thus permitting the generation of effi-
cacy data outside of orthodox ‘phase III’ clinical
trial programs. However, in this case the end point
would have to be just as simple, for example,
survival or death of the patient, during a documen-
ted period of observation; Kaplan-Meier analysis
and other epidemiological approaches may also be
applied to such databases.

Although the conditions under which large sim-
ple trials can provide efficacy data are fairly well
worked out, it is important to consider whether (or
which) tolerability issues can be precisely
addressed in this way. If a tolerability factor
(adverse event) relates to the efficacy variable of
interest (e.g. a fatal adverse event in a patient
survival study), then a simple case report form
may provide relevant information. However, if
the adverse event type is rare or unanticipated
(e.g. the test drug causes unanticipated, significant
anaemia in 0.1 % of patients, and the protocol and
case report form do not collect hemoglobin values
before and after treatment), then it is very likely
that the adverse event will be missed. Large simple
studies can thus create undue confidence in product
tolerability (‘thousands of patients were exposed to
the agent during clinical trials’).

9.12 Treatment withdrawal and
other specialized designs

There are rare cases where established treatments
are without strong evidence-based support. Two
good examples exist for digoxin: the treatment of
mild heart failure and the treatment of cardiac
asthenia, a diagnosis that is especially common in
Europe, and for which relatively small doses are
prescribed. When the effect of such treatments on



the natural progression of disease is unknown, then
it can be ethical to recruit patients into a study with
inclusion criteria that include that they are already
being treated with the drug of interest. Almost any
of the designs discussed above may then be used,
where patients are randomized either to remain on
the treatment of interest or to be withdrawn from
that treatment. All the usual needs for precisely
defined prospective end points and sound statistical
advice before starting the study apply.

Early-phase clinical trials in patients with
cancer often use a two-stage design that has been
promoted by Gehan and others (Gehan, 1979;
Ellenberg, 1989). With progressive, fatal diseases,
the problem of preventing an untoward number
of patients from being treated with a useless ther-
apy increases. These two-stage designs usually
include a small number of open-label treated
patients (usually n < 14) in the first stage. The
proportion and degree of tumor responsiveness
are then used to fix the number of patients in
the second stage of the design which may use an
active comparator or no therapy as the alternative
treatment, depending upon whether an active
comparator therapy can be identified. Such studies
cannot produce fundamental evidence of efficacy,
but in the hands of experienced statisticians and
development teams can predict whether wider
trials are justified.

9.13 Stopping clinical trials

Safety issues

Stopping a clinical trial because of an emergent
safety problem, either by a medical monitor or by a
safety committee, is always a unique situation.
Little useful, generalizable guidance can be pro-
vided here. These are decisions that are always
taken in consultation, and the safety of potential
future trial recruits must be the paramount concern
(including the abrupt cessation of therapy). Trial
suspension is usually the best immediate option,
allowing time for collective thought, notification of
regulatory authorities and wider consultations as
appropriate.

9.13 STOPPING CLINICAL TRIALS 113

Efficacy issues

Pocock (1992) has succinctly summarized most of
the situations that obtain when it is considered
whether to stop a clinical trial. Efficacy, like safety,
can cause ethical concerns to the pharmaceutical
physician when he or she suspects that patients
will be exposed to alternative therapies which are
suboptimal.

Interim efficacy analyses usually make a mess!
These analyses require either that the overall size
of the trial has to be greater than if no interim
analysis was performed, or that a smaller oo must
be accepted as indicating statistical significance at
the end of the whole study.

Pharmaceutical physicians will hear loud com-
plaints about these drawbacks of interim analyses,
especially from senior management with purely
commercial backgrounds. Everyone will want to
know as soon as possible whether ‘the drug is
working’, but lax scientific thinking is behind
these complaints. Common statements are: ‘We
don’t want to stop the study at the halfway stage,
we just want to see how it is going’. When asked
why, the answer is usually something like: ‘“There
would be no point in spending more money on the
study if there is no chance of achieving a statisti-
cally significant result’. This is a popular mis-
rationalization: the decision not to stop a study is
a decision to allow it to continue. Any interim
decision introduces a bias on the dataset that is
eventually analyzed.

Spectacularly effective drugs may achieve a
very small o at the time of the interim analysis.
Stopping the trial by reason of the unethical basis
for treating the patients with anything else is a rare
and pleasant event for the clinical trialist. However,
in that spectacular success, the pharmaceutical
physician should ask whether a minimization
design would have achieved the same thing
with even fewer patients, and thus actually feel
chastened.

It is not the purpose of this chapter to delve into
the mechanics of statistics. However, a few com-
ments about the relationships between values for o
at the stage of an interim and complete statistical
analysis of a clinical trial may be in order. There are
several statistical points of view on this subject, and
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regulatory authorities have a habit of believing
only the most conservative.

At the time of writing, the O’Brien and Fleming
rule is becoming an acceptable standard. As a rule
of thumb, pharmaceutical physicians should
expect statisticians to provide alternatives that
obey a simple subtraction rule. For example, clin-
icians might agree that the study should stop due to
great efficacy when p = 0.01 at an interim analy-
sis, when sufficient patients (power of 0.8) to detect
such a difference have been recruited. In that case,
if the study continues after the interim analysis fails
to achieve p < 0.01, then it will be required to
achieve approximately p < 0.04 for the whole
patient population in the final statistical analysis
in order to demonstrate the efficacy of the test drug.
Even so, Pocock and Geller (1986) have shown that
trials stopped by reason of efficacy at an interim
stage are likely to have exaggerated the size of the
difference between treatment groups. Marketing
departments should be aware of this error in their
extrapolations to the commercial worth of the
product.

9.14 Bayesian trial designs

A typical Bayesian design might be where, for
example, there are several drugs with preclinical
rationale for the treatment of cancer; as none of
them are clinically proven, one of the test treat-
ments is placebo. Patients are then recruited
sequentially into the study, and the results (e.g.
tumor size reduction) are recorded. After a while,
the proportions of patients responding to each
treatment are compared using a sophisticated pro-
babalistic method which takes into account the
uncertainties associated with small and unequal
treatment group sizes. The randomization code is
then adjusted to favor more patients being allo-
cated to the treatments that have started out looking
better than the others, while very poor, placebo-
equivalent treatments might be dropped altogether.
Eventually, the several test therapies are reduced to
two, and a definitive demonstration of superiority
or nonsuperiority for that pair of treatments can be
reported.

The difficulties with interim analyses do not
arise when a Bayesian approach to the original
design has been taken (Berry, 1985). The Bayesian
methodology essentially revises the proportionate
patient allocation among the test therapies accord-
ing to the latest and best information available (e.g.
Berry, 1995): essentially, after some minimum
number of patients have entered the trial, an interim
analysis is done every time another patient com-
pletes the trial. The important distinction between
Bayesian and sequential designs (above) is that
although patient numbers required to complete a
sequential design study are undefined at the begin-
ning, the treatment allocations are nonetheless
according to a fixed randomization schedule.
Thus, the sequential designs are still, essentially,
a frequentist methodology, and not Bayesian.

Bayesian approaches currently find little under-
standing on the part of regulatory authorities, and
thus are, probably unduly, little utilized by clinical
trialists. However, Bayesian methods are finding
increased uses in specialized areas, for example,
trials of cancer chemotherapy and studies in rare
disease. The potential benefits of Bayesian meth-
ods include the use of fewer patients to demonstrate
efficacy, as well as potential seamlessness of phase
IT and phase III development when the number of
drugs or dose sizes of interest has been reduced
during the trial from several to one or two; patients
recruited after this transition may be regarded as
patients in a pivotal trial by an enlightened regula-
tory authority.

The generalist cannot be expected to be able to
generate Bayesian statistical plans for himself or
herself. These require an experienced statistician,
and it may be added a statistician who is not,
himself or herself, philosophically opposed to
Bayesian rather than frequentist thinking. The
decision to employ a Bayesian design for a clinical
trial will be viewed as courageous in most compa-
nies, and there will be many clinical trials for which
an orthodox, frequentist approach will be selected
for several good reasons. Overall, the generalist
should be advised that, when considering a new
trial, he or she should at least consider whether a
Bayesian approach might help. If this option is
rejected then that s fine, but the brief consideration,



as a matter of routine, might occasionally lead to a
superior trial design.
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done in conjunction with the smaller, earlier stu-
dies and must also factor treatment compliance.

9.17 Benefit-risk analysis

Some diseases are so rare that the prospects of
conducting a clinical trial are remote. It is unlikely
that enough patients could ever be collected at any
reasonably small number of study sites for any
useful randomization. These diseases may be
found in the literature as case reports. In these
cases, probably the best that can be accomplished
is to collect and retrospectively analyze as many
such cases as possible. If the drug of interest has
been used in a sufficient number of patients, then
retrospective risk ratios for benefit and harm can be
calculated. This may be the strongest evidence that
can ever be collected about a particular drug under
these rare conditions, albeit never as strong as a
controlled clinical trial. One example is the effec-
tiveness of dantrolene in malignant hyperthermia
(Strazis and Fox, 1993).

9.16 Objectives and prerequisites
of pivotal clinical trials

Licensing requirements typically are greater than
reporting data from multicenter ‘phase III” studies.
Special populations may require small-scale studies
to supplement a traditional two-study, large-scale
registration development scheme. Similarly, if (in
the United States) the proposed indication has an
approved Orphan Drug designation, then small-
scale ‘phase IlI-type’ studies may be all that is
possible due to disease rarity. Furthermore, even
for conventional indications, the resource implica-
tions of pivotal studies are usually much greater
than any earlier phase of development, and efficient
resource utilization becomes exponentially more
important than before. The incorporation of phar-
macoeconomic and humanistic outcomes along-
side the primary registration end points is
becoming essential, and preparatory work is best

The cumulation of all the data from the clinical
trials of a new drug product, assuming a fairly
orthodox regulatory strategy for a typical dossier
or NDA, will form the largest fraction of the appli-
cation. However, these data are also needed for
derivative documents within the application, one
of which is a benefit—risk analysis, which forms the
last part of an Integrated Safety Summary (Section
9 of the NDA), and is a central objective of the
expert report in European applications. These
benefit-risk assessments must be derived from
the clinical study reports and summaries elsewhere
in the applications.

All clinicians constantly weigh benefit-risk in
their daily practice. Their assessment of this ‘ratio’
in everyday practice, using approved drugs, is
usually not as numerical as it sounds. In practice,
clinicians make prescribing decisions based upon
(a) a subset of the published information that might
be available about the drug (labeling, drug repre-
sentatives, comments from colleagues, etc.), (b)
their current and prior experience with this parti-
cular patient and (c) prior experience with other
patients. This prior experience, even if personal,
may or may not be consciously recalled. Further-
more, we all operate algorithms taught us by others
whom we respect, and thus we use others’ experi-
ence with drugs and patients, quite apart from the
often hard-learned lessons from our own therapeu-
tic adventures (pace ‘evidence-based medicine’).

Clinical trialists also weigh benefit—risk every
time a protocol is written. Often, unlike for
approved drugs, there is much less information to
go on. In early clinical development, extrapola-
tions are obligatory. However, unlike in general
medical practice, these extrapolations are often
not from clinical experience, but rather from phar-
macokinetic models or animal data, or at best from
patients who are clearly dissimilar from that pro-
posed in the new trial. This is obligatory: if the
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answers to the clinical trial questions were known,
then there would be little point in doing the trial.

There are highly mathematical approaches to
benefit—risk assessment. When a single (binary)
end point of interest can be balanced against a
single adverse event of concern, then the number
of patients required and the number of required
therapeutic events can be defined, and the confi-
dence intervals can be calculated to examine what
the true benefit-risk ratio might be (e.g. for
GUSTO, Willan et al., 1997). The number needed
to treat, number needed to harm (and correspond-
ing reciprocals) can be used to compare drugs for
this purpose. However, this is a highly unusual and
artificial situation, and the sophisticated statistical
answers that result are unlikely to have more than a
partial impact on the more nonnumerical approach
taken by clinicians.

Usually, however, the clinical trialist has to stick
out his or her neck, based upon a highly personal,
nonnumerical assessment of benefit—risk. The
highly mathematical approaches usually work
best in retrospect, and this is the situation neither
of the clinician who must decide whether to pre-
scribe nor the clinical trialist who must decide
whether to commit patients to a particular study
design, both being prospective decisions. Further-
more, both in clinical trials and general medical
practice, it is a rare situation where the benefit to
the patient arises from a single binary variable, and
there are no drugs which possess a single type of
adverse event, whose probability may be confi-
dently, prospectively estimated for any given
patient. Even the simplest case, a drug with substan-
tial history and experience, cannot fit the contrived
mathematical approach described above. Penicillin
has three adverse events of primary interest (ana-
phylaxis, bacterial drug resistance and sodium load
at high doses). The mechanism by which infection
recedes, if it is to recede, is only partly due to the
action of the drug, because the extreme variability
introduced by the concomitant condition of the
patient. Whether to prescribe penicillin is a com-
mon decision for doctors and dentists: the mathe-
matical analysis of the benefit-risk ‘ratio’ is
unlikely to affect most prescribing decisions.

The informed consent document is where we
ask patients to make their own benefit-risk assess-

ments, albeit with some guidance (Marsh, 1990).
Certainly, the mathematical approach cannot
be expected on the part of the patient nor will it
be useful in a balanced and fair communication
with the patient about the nature of the clinical
trial.

Benefit-risk, then, is a central part of the prac-
tice of pharmaceutical medicine and its regulation.
It can almost never be reduced to a numerical
exercise. Benefit—risk assessments of clinical trial
data are an important part of all new drug applica-
tions. Good people will differ in their benefit—risk
assessment even when using the same body of
clinical trials data.

9.18 Summary

This chapter has attempted to provide a philosophy
of clinical trials. The place of clinical trials in the
overall development plan and what the clinical
trialist must know about rather than be able to
actually implement himself or herself has been
emphasized. Almost all clinical trials are unique
because of the infinite combinations of hypothesis
to be addressed, pharmacological properties of the
drug under investigation, the types of patients who
are likely to be available and likely users of the
resulting data. The major categories of trial designs
have been surveyed in some detail; it is hoped that,
when challenged with testing any clinical hypoth-
esis, a good clinical trialist would consider all these
broad categories, select that most relevant to the
clinical situation and then refine the proposed trial
design from that point. Some of the subtle
interactions between statistical, financial and psy-
chological aspects of trial design have been hinted
at. The clinical trialist will only really grow in
this discipline through experience and good
mentorship.
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10 Phase IV Drug Development:
Post-Marketing Studies

Lisa R. Johnson-Pratt

Objectives of the phase IV
clinical development
program

Phase IV studies (in some companies subdivided
into phases IV and V) are mostly conducted after
initial product approval (although, occasionally,
some may begin prior to product launch, with
the risk that the product is not approved on sche-
dule, but with the potential to gain a competitive
advantage).

The range of purposes of phase IV studies is
broader than earlier phases of drug development.
There is usually no need to provide pivotal evi-
dence of efficacy (unless a new, second indication
for the drug is sought). Table 10.1 summarizes the
typical goals and tactics of phase IV studies.

The phase IV studies in some companies are
carried out by the original development team that
also did phases II and III. Some companies view
this as desirable because these are the people with
that repository of information, for the entire history
of the drug, who can spot or remember small events
that might merit further study in phases IV and V.
Some of those people will enjoy following the drug
through its entire life cycle, and will be glad for that
opportunity. However, others are either unwilling

or unable to evolve from a more regulation-
oriented to a more market-oriented approach to
clinical trials, and when these are in the majority,
some companies will then set up a separate depart-
ment, and thus achieve an essentially phase-
oriented departmental structure.

Types of phase IV studies

The typical characteristics of phase IV studies, in
comparison with phases I, II and III, therefore are
that they are larger, less technically complicated,
have fewer inclusion/exclusion criteria and are
more likely to include subjective or qualitative
end points (e.g. quality of life or patient satisfac-
tion). Rigorous, placebo-controlled, parallel-group
studies still find a place, however, when a supple-
mental licence application for a new indication is
being investigated. As a particular marketplace
becomes more crowded, the competition for places
in formularies and for reimbursements increases,
and some phase IV studies are designed specifi-
cally to provide information for consumer and
healthcare delivery organizations, whether natio-
nalized or not; placebo-controlled studies are us-
vally inadequate for this purpose (unless the
product is unique). Table 10.2 summarizes some
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Table 10.1 Typical goals and tactics of phase IV clinical trials

Extension of tolerability information

Competitive efficacy claims
New indications
Ethnopharmacology
Outcomes assessment

Pharmacovigilance
Market expansion

Wider range of patients than in

NDA/PLA database
Larger numbers of patients
Active comparator study designs
Supplemental efficacy studies
Additional approvals in non-ICH countries
Pharmacoepidemiology and pharmacoeconomics
in particular healthcare environments
Post-marketing commitments
All of the above

The draft ICH Guidance on pharmacovigilance (ICH E2E, 11 November 2003) is likely to cause greater

emphasis on the penultimate item in this list.

of the nuances and challenges of conducting phase
IV trials.

The type of investigator that one seeks during
phase IV development must clearly correspond to
the nature of the study. Usually, larger numbers of
investigators who each contribute fewer patients
than the phase II and III investigators are sought. If
such individuals are local or national thought lea-
ders, who will eventually advocate for the product,
then so much the better. But even at the local level,

it is these investigators who might be found on
hospital formulary committees, develop local
treatment algorithms, see high volumes of patients
and are active in local medical societies.

Comparative superiority trials

Well-designed, head-to-head, active comparator
studies are also always to be preferred over the

Table 10.2 Practical aspects of phase IV clinical trials

Type of study Challenges

Active comparators Obtaining active comparator drug

Blinding, reformulations and bioequivalence

Disclosure of trade secrets to competitors

Placebo-control justifications

Use of appropriate dose ranges

Risks demonstrating superiority of competitor

Usually large patient populations needed

Cannot demonstrate superiority

Scientific demonstration of a negative

‘Standard of care’ context challenged

Statistical complexity

Few inclusion/exclusion criteria

Representativeness to treated population known
only toward the end of the trial

Prescriber and patient biases

Scientifically limited

Similarity to phase III designs (q.v.)

Almost unlimited alternatives

See other chapters

Bioequivalence

Equivalence trials

Mega-trials

Open-label

New indication

Drug interactions

Special patient populations
New formulations
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meta-analytical comparisons of placebo-controlled
studies of different drugs, which were conducted at
different times and in different places. The general
aim is to compare the new drug with a widely
recognized ‘gold standard’. This ‘gold standard’
might be the prototypical drug in the same
pharmacological class (e.g. a clinical trial compar-
ing a new cephalosporin with an old one), or it could
be an hitherto dominant therapy or procedure (e.g.
comparing a proton pump inhibitor with an H, an-
tagonist, or conservative management with a new
drug versus surgery). Sometimes, a change in phar-
maceutical formulation may have occurred, and,
even after approval, there may be questions over
its superiority, patient preference or economic
advantage compared with the formulation that was
initially approved (see Makuch and Johnson, 1986,
1989).

Open-label studies

Conducting open-label studies can be a liberating
and fascinating experience. When both the patient
and the prescriber know the treatment being admi-
nistered, many of the complexities of early-phase
studies go away. Furthermore, when it is appre-
ciated that double-blind clinical trials are always
an abstraction from the ordinary clinical situation,
to observe how one’s new drug actually works in
that latter environment is often eye-opening; one
common and pleasant experience is to see with
one’s own eyes how conservative was the estimate
of product efficacy prior to its approval.

This ‘real-world’ environment can be studied at
length and relatively cheaply, too. Longitudinal
study designs (e.g. the Framingham Study or the
UK Physicians Cohort Study) can assess multiple
effects of treatment: pathological, economical,
quality of life and even epidemiological impacts
can be assessed. One can also find out what sort of
patient one’s drug will be prescribed to, which may
or may not resemble the patient population pre-
PLA/NDA, and which may suggest unknown ben-
efits and hazards of the new therapy.

The open-label trial approach is, however, not
without its critics. Friedman et al. (1985) drew
attention to the need to observe whether

o the cohort being followed represents the larger
population for whom the drug is being pre-
scribed;

e the treatment groups are truly comparable, as
patients are often matched on only one or at
most a small number of clinical characteristics.

e the need to check that randomization, or at
least patient allocation, has not become unba-
lanced or biased as a result of some unspecified
factor.

Another difficult aspect in the design of open-label
studies is how one assesses those patients who
withdraw from the study. The reasons for with-
drawal can be at least as varied as in double-blind
studies (intolerability, administrative difficulties,
coincidental emergent disease or concomitant
therapies, etc.). However, in addition, in an open-
label design, patients may develop an opinion on
the superiority of one or other treatment for reasons
that may or may not be explicit. If completion of a
course of therapy is one end point of the study, then
all withdrawals can be accounted treatment fail-
ures, and the statistical handling is fairly straight-
forward. However, if there is another end point, and
if withdrawals are imbalanced between the treat-
ment groups and unrelated to product intolerabil-
ity, then the situation becomes a lot more clouded.
Under these latter conditions, the entire trial may
have to be abandoned when it becomes apparent
that the trial design cannot answer the hypothesis
under test one way or the other.

On the positive side, open-label trials are usually
easy to administer, and patient recruitment and long-
evity within each treatment group can easily be mon-
itored as the study progresses. Investigators have
greater freedom in entering and allocating patients,
and this is often more comfortable than a placebo-
controlled situation in the ordinary clinical setting.

Equivalence trials

Sometimes, the demonstration of equivalency is suf-
ficient, especially when the competing product can-
not be expected to be inferior, or when a successor
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product can be marketed at a lower price than the
innovator. In the special case of generic products, at
the very end of a drug’s life cycle when patent cover-
age has expired, equivalence need only be demon-
strated pharmacokinetically (usually involving only
a small number of normal volunteers and the rele-
vant, specific types of regulatory applications). How-
ever, when the new product is challenging the
position of an older one, then equivalency trials
usually require very large numbers of patients
(often hundreds per treatment group). The overall
tactic is to show that with a well-powered study (e.g.
f = 0.925) there is no clinical or statistical differ-
ence between the two treatments. The size of the
clinical difference that is worth detecting is sine qua
non defined prospectively and forms the basis for the
power calculations, and hence study size.

Mega-trials

When it is suspected that there may only be small
differences between active treatments, and when
placebo controls are unavailable for clinical or
ethical reasons, then it is often necessary to resort
to large-scale studies (‘mega-trials’). A good,
famous example was the clinical trial known by
the acronym GUSTO, where streptokinase and
recombinant tissue plasminogen activator (t-PA)
were compared for acute coronary thrombosis
(for a commentary, see Hampton, 1996).

Unlike more orthodox studies, mega-trials do
not attempt to control for large numbers of con-
founding variables. Instead, huge numbers of
patients (tens of thousands) are randomized, ‘the
cards are allowed to fall where they may’, and faith
is placed in the notion that a large n will automa-
tically lead to well-balanced treatment groups. This
is not always the case, and imbalance can often be
demonstrated between treatment groups of even
several thousands when enough concomitant con-
founding factors are analysed (Charlton, 1966).

Safety surveillance

The draft ICH Guidance E2E issued 11 November
2003 provides a framework for the pharmacovigi-

lance of new drug products. Each new product
should have a pharmacovigilance specification,
which basically describes the clinical hazard land-
scape for the new product, as far as it can be known
at the time of approval. The specification is essen-
tially a problem statement. Each specification
should then be accompanied by a pharmacovigi-
lance plan. The plan might include routine adverse
event reporting and periodic safety updates to be
provided to regulators, and/or recommendations
for clarifications to product labeling. In special
cases, however, a post-marketing surveillance
study might be recommended, and this forms
another type of phase IV study.

It is typical before conducting a post-marketing
surveillance study to obtain the view of the regu-
latory authorities on its design. The study may have
been a condition of product approval, and it is both
reasonable and wise to ensure that the study design
can be expected to provide the information that is
needed both by the sponsor and the regulators.
Unblinded designs that imitate the ordinary clin-
ical situation are the norm.

New indications

As in the early phases of drug development, the
identification of new indications for old drugs can
be both rational and serendipitous. Rarely, even
adverse events can be exploited as new indications,
and the hair-growing properties of the antihyper-
tensive drug called minoxidil is a famous example.

Finding a new indication is an obvious opportu-
nity to increase market size by enlarging the poten-
tial pool of patients that can benefit from the
product. In this case, two pivotal, well-controlled
phase I'V studies demonstrating efficacy will usually
be required, at a minimum. If there is the potential
for a new type of clinical hazard to be associated
with new disease being studied, then a safety data-
base, of a size that regulators will find acceptable,
will be needed for the supplemental application, too.
Clearly, whenever such a project is contemplated,
then a financial assessment is needed of the balance
between the cost of the program, the probability of
success and the size of the eventual revenue incre-
ment that may or may not justify it.
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The finding of a new, nonobvious use for an old
drug can also be patented. This type of patent is
known as a ‘Method of Use’ patent, and its eventual
enforcement is probably easier in the United States
than in other jurisdictions. Nonetheless, the view of
the corporate patent attorney on any proposed
phase IV exploration for a new indication should
always be sought.

Stimulation of the process of finding new uses
for old drugs is often done when companies offer
investigator research grants. It is fairly common
that individual prescribers will have bright ideas
about the use of medical products, and indeed some
specialties use most drugs ‘off-label’ (e.g. inten-
sive care physicians, anesthesiologists and pedia-
tricians). Small grants to such individuals, in order
to observe such niche uses under organized circum-
stances can lead to new indications. At the very
least, such programs encourage disclosure of new
ideas to the company and allow for some review of
the safety aspects of what these inventive indivi-
duals are getting up to!

New dosage forms

Initial dosage forms are usually those that are most
easily developed, most stable and at least reason-
ably acceptable to adult patients. Such formula-
tions can often be improved upon, whether for
matters of convenience (e.g. a bioequivalent
melt-in-the-mouth wafer that, unlike a tablet,
does not require access to water for its administra-
tion) or to enlarge the patient population that
might use the product (e.g. a linctus instead of a
tablet for use in children or to permit smaller
increments in dose adjustment). Again, when
there are serious physicochemical constraints on
formulations, the discovery of a new one can itself
be patentable.

A variety of regulatory approaches are needed
when adding to the range of formulations, and
each, in turn, dictates a different phase IV clinical
trial design. When the route of administration does
not change (e.g. the wafer vs. tablet example
above), then orthodox bioequivalence and
absence of formulation-dependent intolerability
might be all that is needed. A pseudo-phase I

approach during phase IV might then be all that
is required.

On the contrary, the new formulation might be
deliberately designed not to be bioequivalent.
Slow-release formulations are, by definition, not
bioequivalent but often associated with therapeutic
superiority due to reduced probability of Cpax-
related adverse events and better compliance
because of reduced dosage frequency. In this
case, efficacy data will normally be required of
the scale and rigor of the earlier phase III program.

It should be noted that the company might be
wise to consider, when developing new formula-
tions, that the minimum database acceptable to
regulators might be insufficient for their own pur-
poses. The decision to launch a new formulation
has to be based not only on its technical success but
also according to a financial analysis of the type
referred to above for new indications. Crucial
information on that question can usually only be
obtained by studying the new formulation using
one of the other authentic phase IV approaches
described in this chapter.

Special populations

Special populations have their own chapters in this
book, to which the reader is referred. In the United
States, many product approvals now come with the
condition that future studies in children are man-
datory. This is probably the commonest special
population that phase IV development units now
routinely deal with.

Other, newly identified special populations result
from pharmacovigilance signals, unexpected use of
the product in an unanticipated population, require-
ments for regulatory filings in non-ICH nations, or
even the spread of disease into new geographical
areas. Traditional pharmacokinetic approaches are
usually the first step in assessing whether these
events will alter product efficacy or safety.

Drug interactions

These are essentially another form of special popu-
lation, and almost all drugs can exhibit at least
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some interactions. Many PLA/NDAs will contain
studies of particular drug interactions that seem
relevant at the time, especially when combination
therapy is the norm, or when there are biochemical
predictions that a new drug will interact with older
therapies (e.g. cytochrome P450 isoenzyme find-
ings in vitro). Pharmacokinetic studies are typi-
cally done at small scale. But, in addition, the
phase IV team might be asked to do a retrospective
case-controlled analysis of the existing clinical
trials database trawling for differences between
patients who were and were not on a particular
concomitant therapy.

The clinical-marketing interface

As mentioned, one purpose of a phase IV clinical
trial program is to gather new indications or infor-
mation that can lead to a competitive advantage.
Optimization of the clinical-legal interface is cri-
tical to ensure success. It is the marketing team that
is the keeper of the strategy, aware of the compe-
titive environment (both current and future compe-
titors; within and outside of the class of the drug
under development) and closest to the commercial
environment that the drug will have to compete in
(e.g. Formulary issues; pricing concerns). In order
to ensure that the product is commercially success-
ful, it is important for the clinical team to embrace
this information when developing a phase IV
clinical trial program. It is especially important
when entering a very competitive, highly devel-
oped market place (e.g. Diabetes or hypertension)
where there are multiple treatment options or a lack
of perceived difference between members of a
particular drug class. It is also important for new
classes when there will be a within-class competi-
tor launching within a short timeframe. In these
cases, the label may be similar, especially in the
United States where there has been a trend in recent
years to have drugs within the same class have
similar labeling verbiage (i.e. ‘class labeling’). In
the absence of ‘current’ labeling differences
between competitors, it is sometimes the robust-
ness of the phase I'V clinical trial program that will
differentiate competitors, as it is seen as a harbin-
ger of future indications or positive data. These

programs also highlight to the scientific and com-
munity the ‘commitment’ that the company has to
the drug and the disease state.

For these reasons, it is critical that the clinical
and marketing teams collaborate extensively on
the phase IV development program, usually via a
standing commercialization team with representa-
tives from other functional areas that will provide
sound input into the program to increase its
chance of success (e.g. Regulatory and legal).
The marketing team should provide the commer-
cialization team with a clear understanding of the
market environment, including past promotional
behavior of key competitors, so that a robust needs
assessment can be formulated. Once the commer-
cial case has been made, the clinical teams should
provide a scientific risk assessment that includes
the likelihood of success of achieving the desired
outcome. If the ultimate goal of a given study is
for promotional purposes, it is helpful for the
marketing team to provide examples of how that
data are intended to be promoted to ensure that the
trial is designed to ultimately allow for those
promotional messages.

With the financial stakes so high, it is no longer
acceptable for clinical teams to view their roles as
purely scientific. Success for a product is no longer
dependent solely on approval of indications. In our
information-driven society, consumers of scientific
information are always looking for new informa-
tion to continue to support their use of a product.
Effective collaboration between clinical develop-
ment and marketing teams in the context of phase
IV trials can go a long way toward optimizing sales
of an effective drug.

The clinical-legal interface

Concern about product liability can both decline
and increase as phase IV proceeds. If, on the one
hand, the sudden exposure of large numbers of
patients to a new drug (i.e. large in comparison
to those in the PLA/NDA) does notresultin a flurry
of serious adverse events, nor any signal of a
qualitatively new type of adverse event, then
there is reassurance that the label is probably
doing its job properly.



However, when anything new is discovered
about a drug in phase IV, then, by definition, it
will not be in the product label. Furthermore,
sometimes, when such a signal is observed, a
retrospective trawl through the preclinical and
clinical databases can often uncover consistent
information whose significance had not been ear-
lier realized. In this case, a ‘gap’ exists between
what is known about a drug and what information
has been provided to prescribers.

The gap may exist for a very short period of
time because of a prompt change in product
labeling, and the company will have done every-
thing that is appropriate as fast as it possibly
could. In some cases, the ‘gap’ might exist
due to a very rarely occurring adverse event of
questionable direct association with the
product, which does not warrant inclusion into
the label.

However, on other occasions the ‘gap’ will need
to be urgently addressed. The range of actions
that might be needed, in increasingly alarming
order, are

e design/implement purpose-built phase IV study
e change in label at next routine printing
e more urgent change in labeling

e issuance of ‘Dear Prescriber/Doctor/healthcare
professional’ letter

e institution of restrictive access program
e product withdrawal.

The phase IV development program will almost
always generate information that is relevant in
choosing from among these alternative actions.
The corporate lawyers will always be depending
on the phase IV clinicians to determine the appro-
priate course of action due to their knowledge of
the post-marketing trial program, results and how
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that information has been communicated to the
medical community.

10.2 Conclusion

Phase IV clinical trials, in all their many forms, are
the natural extension from the constrained environ-
ment of phase II and Il drug development, as well as
a pivotal, interfacing position between the market-
ing, research, regulatory and legal departments.
Indeed, such distinctions can be seamless, espe-
cially when there is no change in development
team post-approval, or when phase IV is actually
begun before approval. The variety of questions that
phase IV teams must answer are many and varied.
This can be a liberating, stimulating and educational
assignment for those who have hitherto worked only
in early-phase product development.
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11 Site Management

Barry Miskin

The investigative site serves a critical function in
the clinical development process. As the physical
location where clinical trials are conducted, its
purpose is to produce clean, reproducible clinical
data in a timely and safe manner. The site gener-
ates these data by performing the study protocol
on human subjects that it recruits. By providing
this valuable service, sites play a major role in
moving investigational products through the clin-
ical phases on their way to regulatory submission,
and ultimately, to market.

This chapter describes different kinds of inves-
tigative sites around the globe and makes the case
that operating a successful site requires an infra-
structure that enables the generation of good qual-
ity data. The infrastructure must include critical
business functions such as budgeting, patient re-
cruitment, regulatory oversight, audit preparation
and the keeping of metrics on site performance.
Investigators and clinical research coordinators
well trained in good clinical practice (GCP) are
also key to site success.

- Types of investigative sites

As the clinical trials industry becomes increasingly
global, research is taking place in a variety of

Principles and Practice of Pharmaceutical Medicine, 2nd Edition
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venues (Figure 11.1), ranging from academic med-
ical centers to phase I units. To some degree, the
location of the study is dictated by the complexity
of the protocol, the types of procedures required
and the availability of experienced staff. But there
can be other factors at play that determine where a
clinical trial occurs.

In many locales, clinical trials take place largely
at academic medical centers, regardless of com-
plexity, using investigators who are part of a
national health service. In other regions, such as
the United States, there are many public and private
clinical trial options. Data suggest that in the
United States, approximately 35% of studies take
place at academic medical centers (Figure 11.2).
The rest occur at a combination of public and
private, dedicated and part-time investigative sites.

The dedicated site functions with a staff and
infrastructure in place to enable the conduct of
clinical trials on a full-time basis. It is essentially
a business. The elements needed to operate the
dedicated site successfully are described in the
Basic Infrastructure section below.

Some dedicated sites maintain loose affiliations
with non-competing sites to share leads about
upcoming studies. Others belong to a site mana-
gement organization (SMO), which is a formal
affiliation offering centralized management,
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. Academic medical center
. Dedicated clinical trial site
. Part-time site

. Phase | site

Figure 11.1 Clinical trial venues

contract negotiation, accounting and patient
recruitment services.

With more than one-third of US-based clinical
trials taking place in part-time sites, they are a
popular option. They are generally defined as
trial locations in which the investigator(s) conducts
a limited amount of clinical trials annually, usually
less than four or five. They offer community-based,
actual use settings, a feature that sponsors find
attractive (Zisson, 2002), and can be profitable
because they tend to require less infrastructure
than their dedicated site counterparts.

Investigators may opt for part-time site status
when they have commitments such as private prac-
tice and academic appointments that restrict their
available time for clinical research. Also, they may
simply prefer to conduct just a few studies each
year to supplement income or to indulge a research
interest.

There is a hot market for phase I sites. Because
pharmaceutical sponsors seek to limit costs and
risk by weeding out weak drug candidates earlier,
they are increasing their investments in phase I
studies. Data suggest that phase I spending is rising
more rapidly than other sectors of the clinical
development market (Korieth, 2004).

SMOs Dedicated
sites
(6%) (220/0)

AMCs
(35%)

Part-time
sites
(37%)

Figure 11.2 Clinical studies are conducted at various
venues

Phase I is a collection of small safety studies
using approximately 20—100 subjects to research
the drug’s pharmacokinetics and pharmacolo-
gical effects. Substantial investment in staff and
equipment is required to conduct these studies
as the phase I site often houses inpatients, and
therefore, operates 24 h a day. With the excep-
tion of some trials for cancer and other serious
illnesses such as HIV, the studies use healthy
volunteers.

Phase I sites are found in many countries but
have been prevalent in Europe, particularly the
United Kingdom. Prior to the implementation of
the European Directive on Clinical Trials on May
1, 2004, an investigational new drug application
(IND) for studies on healthy volunteers was not
required in Europe, as it was and continues to be in
the United States. Europe’s then more lenient reg-
ulatory environment attracted business (Neuer,
2000), but with the advent of the European Direc-
tive, regulatory approval by ethics committee is
now required to begin phase I testing.

11.2 Basic infrastructure

Clinical trials cannot take place without an in-
frastructure designed to support the research func-
tion. With research studies becoming more
complex and entailing more procedures per subject
(Figure 11.3), it is critical that the staff at the
investigative site have an appreciation of what
it takes to perform good-quality clinical research
in a timely, ethical and fiscally responsible manner.
The basic infrastructure, particularly for dedi-
cated sites, includes (Miskin and Neuer, 2002)

e clinical investigator

study coordinator

Director of clinical operations

quality assurance

writing of standard operating procedures (SOPs)

regulatory affairs
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Figure 11.3 Mean number of procedures per patient [Source: Thomson CenterWatch Analysis, 2004, Parexel Source-

book, 2004-2005; Fast Track Systems, 2004)

e data management and increased use of electronic
data capture (EDC)

e accommodation for record storage

Clinical investigator

The clinical investigator is ultimately responsible
for clinical research conducted at the site. Accord-
ing to FDA and GCP regulations (Sections 312.60
and 312.64, respectively) the investigator has
broad-based responsibilities for protecting the
rights and safety of study volunteers. This is
accomplished through activities such as obtaining
informed consent, administering study drug, main-
taining and storing medical records and reporting
adverse and serious adverse events.

Physicians report that they participate in clinical
research mostly because it is scientifically reward-
ing, but they are also attracted to the financial
rewards and the opportunities to improve patient
care (Lamberti, 2005). With clinical trials number-
ing in the tens of thousands, there is industry-wide
concern that there may be a 15% shortfall in the
number of qualified US investigators in the next
few years (Zisson, 2001). There are several factors
contributing to this dilemma.

First, the number of evaluable subjects per new
drug application (NDA) continues to rise and is
now in the range of 5300, a dramatic increase from
the 3200 needed for NDAs submitted in the mid-
1980s (Lamberti, 2005). To meet this demand,
more investigators per study need to be recruited.

Second, the percentage of US investigators par-
ticipating in clinical trials has always been low, in
the range of 5% of physicians, and this number
seems to be declining. A recent study from the
Tufts Center for the Study of Drug Development
indicates that only 3% of US board certified phy-
sicians are principal investigators (Tufts Univer-
sity, 2005).

To complicate matters further, there is a high rate
of dropout among investigators. Many conduct one
or two trials and choose to never conduct another
one, leading to a dilemma in which 50% of US
principal investigators have opted out of the clin-
ical trials business. The reasons cited are that clin-
ical research interferes too much with other
responsibilities such as private practice medicine
or academic obligations, or they lack the infra-
structure to handle today’s rigorous trials.

There is good news, however. The Tufts Center
study reveals that the number of investigators in
many regions of the world is actually rising. In
addition, there are now certification programs for
investigators, so it is possible that those who invest
in preparing for and receiving certification by
examination may be less likely to drop out. Certi-
fication programs are offered by the Drug Info-
rmation Association (DIA) and through the
Association of Clinical Research Professionals
(ACRP) affiliate, the Academy of Pharmaceutical
Physicians and Investigators (APPI). Certification
offered through DIA is the Certified Clinical
Investigator (CII) (see www.diahome.org). The
ACRP-APPI designation is Certified Clinical
Trial Investigator (CCTI) (see www.acrpnet.org).
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Study coordinator

The study coordinator is generally considered the
linchpin in the day-to-day activities of clinical
research. Without this key individual, sites would
be hard pressed to perform studies in a quality and
timely fashion because the coordinator’s responsi-
bilities define clinical trial conduct.

The coordinator’s job is detail-oriented and
includes responsibilities such as (Miskin and
Neuer, 2002)

e patient recruitment activities

e completing case report forms (CRFs)
e transmitting study data

e scheduling patient visits

e meeting with principal investigators
e meeting with study monitors

e shipping samples to laboratories

e maintaining inventory and accountability of the
investigational product

e closing out the study

e participating in preparing proposals for solicit-
ing new studies

e participating in budget preparation

e attending investigator meetings

e participating in ongoing training

e collecting metrics.

Today’s quality sites often encourage study coor-
dinators to become certified either by the Associa-
tion of Clinical Research Professionals (ACRP), an

international organization with chapters in more
than a dozen nations, or the Society of Clinical

Research Associates (SOCRA), an organization
with chapters in some half-dozen countries. The
ACRP certification is known as ‘Certified Clinical
Research Coordinator’ (CCRC), and SoCRA’s cer-
tification is the ‘Certified Clinical Research Profes-
sional’ (CCRP).

To achieve either of these designations, the coor-
dinator must sit for an examination following spe-
cified amounts of either full-time or part-time
experience by the date of the examination as
defined by either organization (www.acrpnet.org
and www.socra.org). The examinations test knowl-
edge in study conduct, regulations and ethical
issues.

A major issue in clinical research today is that of
the overwhelmed study coordinator. Because of
the ever growing number of details that comprise
clinical studies, coordinators can easily become
bogged down and, ultimately, very frustrated.
This situation can lead to a decline in work quality
or a high level of employee turnover. According to
a recent survey, 53% of study coordinators have
been in their jobs for three years or less (Borfitz,
2004). This poses real challenges in terms of
experience level, knowledge of GCP and familiar-
ity with site operations.

Sites interested in retaining their trained and
certified coordinators are exploring ways to
improve retention. This includes offering good
compensation and benefits, offering ongoing train-
ing and making decisions to hire more full- or part-
time coordinators if the workload expands beyond
the capacity of the existing staff complement.

Director of clinical operations (DCO)

The DCO is the point person for daily clinical
operations. He is the individual who interfaces
with sponsors, investigators, study coordinators
and other professional staff on a regular basis to
oversee clinical and budgetary status of ongoing
and upcoming studies. Because of the intense,
close attention to detail that the job demands, it
makes sense to fill this position with a highly detail-
oriented individual with an understanding of the
clinical trials process.



For small or part-time sites that cannot justify a
full-time DCO, a well-trained coordinator can
assume this function.

Quality assurance

Putting systems in place to assure product quality is
a standard business process. According to the Inter-
national Standardization Organization (ISO 9000),
quality assurance is defined as a set of activities
whose purpose is to inspire the confidence of cus-
tomers and managers that all quality requirements
are being met for a product or service (ISO 9000
definitions).

The investigative site should have a keen interest
in adopting quality assurance methods to ensure its
clients — sponsors and CROs — that it is achieving
its goal of turning out a quality product, clean data.
The way to accomplish this goal is by assigning an
individual to review the site’s adherence to GCP
guidelines, its handling of clinical data, its atten-
tion to patient safety and protection and its adher-
ence to standard operating procedures (SOPs). The
QA professional should establish specific time
intervals for routine review of CRFs, certainly at
study start-up and once a month thereafter.
Because mistakes in data collection and reporting
are most likely to occur at study start-up, itis a good
idea for the QA manager to review the first three to
five charts.

Attention to detail will also serve to improve the
outcomes of visits from study monitors. As a repre-
sentative of the sponsor or CRO, the monitor’s job
is to ensure that the study protocol is being adhered
to and that the clinical data are properly collected,
recorded and forwarded (Miskin and Neuer, 2002).
A quality site treats the monitor with respect and
provides a quiet space in which the monitor can
work.

Writing of SOPs

The writing and implementation of SOPs form
the framework of a quality operation by defining
expectations and providing a consistent approach
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to drug development at the sponsor, CRO and
site levels (Hamrell and Wagman, 2001). SOPs
for the site are best developed with input from
all levels of site management, and should describe
how each member of the clinical research team
is to complete various tasks. The SOP should
state its objective, mention to whom it applies,
define terms or abbreviations, describe tasks in
a step-by-step manner, include appropriate check-
lists or forms and list any associated SOPs
(Miskin and Neuer, 2002). Because the industry
is not static but is constantly changing, it is a
good idea for the head of quality assurance to
review the SOPs annually to evaluate the need for
updates.

Standardizing procedures becomes particularly
relevant as sites grow internally or eventually
expand into more than one location. In addition,
employee turnover is inevitable, so the SOPs can
serve as a basic element of the training program for
new hires.

There is a whole host of SOP topics for the
investigative site, ranging from study management
to patient recruitment to handling of accounts
receivable. Some study management SOPs appear
in Figure 11.4 (Miskin and Neuer, 2002).

Regulatory affairs

Clinical trials cannot operate without regulatory
oversight. Regulatory agencies from each country
or region promulgate guidelines and regulations
for conduct of ethical clinical research by industry
and government sponsors. As part of that chain,
investigative sites share the responsibility for con-
forming to federal guidelines and regulations, and
do so by receiving training that defines what their
responsibilities entail.

At the site level, there is a growing amount of
regulatory responsibility, particularly in countries
that have adopted ICH GCP guidelines or similar
regulations. Everything from submissions to insti-
tutional review boards (IRBs) or ethics commit-
tees, completion of the Statements of Investigator
Form 1572 and financial disclosure forms (US),
maintaining of the regulatory binder and the
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e  Telephone screening
e  Sign-in sheet
e  Schedule book
e  Confirming appointments
. Informed consent process
. Amended consents
e  Screen failures
e  Tracking forms
e  Serious adverse events
e  Master charts
e  Source documents
. Progress notes

e  Obtaining medical records and notifying
primacy care physician

e  Storage of records
. Patient stipend

Figure 11.4 Some study management SOPs [Source:
Miskin and Neuer, How to Grow Your Investigative Site,
2002]

credentials of investigators and sub-investigators,
adverse event reporting and participation in site
inspections are some of the many responsibilities
assumed by the regulatory affairs department.

Generally, small and part-time sites cannot jus-
tify creating a position for a full-time regulatory
manager, but once the number of studies con-
ducted annually approaches eight or more, a full-
or part-time regulatory affairs position needs to be
created. Without this function firmly in place, it
becomes increasingly difficult to maintain site
quality. Signals that staffing in regulatory affairs
needs to be increased include the failure to submit
important regulatory documents in accordance
with established timelines, difficulty in keeping
regulatory binders up-to-date and failure to report
adverse event (AE) and serious adverse events
(SAE) to sponsors or ethics committees as
required.

Data management and increased use
of electronic solutions

As clinical trial protocols increase in complexity,
there is an industry-wide shift toward adoption of
electronic solutions to improve critical functions,
most notably the collection, handling, analysis and
storing of clinical data and the reporting of adverse
and serious adverse events.

Traditionally, the collection of data at the inves-
tigative site has been and, to a large extent, con-
tinues to be accomplished using paper and pen, but
in recent years, there is growing emphasis on elec-
tronic methods. Estimates vary as to the percentage
of electronic solutions used to collect and submit
clinical data, but they are generally in the range of
15-20% of clinical trials (Borfitz, 2004). This
number is expected to increase over time as more
pharmaceutical sponsors commit to implementing
electronic data capture (EDC) in virtually all of
their clinical trials (Bleicher, 2005).

For the investigative site, shifting away from
paper in favor of electronic solutions means that
staff must be trained in both types of data collection
during this transition phase. The quality assurance
department should create SOPs for both methods
because the capturing and handling of clinical data
are completely different for ‘paper-based’ and
‘electronic studies’. In a paper-based study, clinical
source data are handwritten onto paper CRFs that
are mailed, faxed or overnighted to the sponsor or
CRO. In a study using EDC, data are entered
electronically into a secured Web-based CRF that
is sent via the Internet to the sponsor or CRO. Data
that are missing, placed in the wrong field or out of
range are immediately spotted, thereby reducing
the number of queries. And, to facilitate the more
rapid sending of electronic data to sponsors or
CROs, allowing near real time viewing of those
data, the site should implement high-speed Internet
access.

Regulatory pressures are also driving increased
use of electronic solutions (Beyster et al., 2005).
Regulatory agencies around the globe are requiring
that more trial-related information be submitted
electronically. For example, on May 1, 2004,
European Medicines Agency (EMEA), the regula-
tory body for the EU member states, started



4.11.1 All serious adverse events (SAEs) should
be reported immediately to the sponsor
except for those SAEs that the protocol
or other document (i.e. investigator’s
brochure) identifies as not needing
immediate reporting. The immediate
reports should be followed promptly by
detailed, written reports.

4.11.2 Adverse events and/or laboratory
abnormalities identified in the protocol as
critical to safety evaluations should be
reported to the sponsor according to the
reporting requirements and within the
time periods specified by the sponsor in
the protocol.

Figure 11.5 ICH GCP Guidelines for SAE and AE report-
ing [Source: Safety Reporting Guideline for Good (linical
Practice]

requiring suspected serious unexpected adverse
reactions (SUSARs) be reported electronically to
Eudra Vigilance, the European data processing net-
work. The Food and Drug Administration (FDA),
the US regulatory agency, has established the
Adverse Event Reporting System (AERS), a data-
base that accepts electronic individual case safety
reports. In addition, FDA is moving toward requiring
electronic submission of NDAs, amended new drug
applications (ANDAs) and biologics license appli-
cations (BLAs) using industry-accepted standar-
dized formats for data submission.

These trends have implications for the investi-
gative site. First, GCP guidelines require investi-
gators to report SAEs immediately to the sponsor
unless otherwise indicated in the protocol or inves-
tigator’s brochure (Figure 11.5). AEs are to be
reported to sponsors in accordance with the proto-
col. Complying with these reporting requirements
can be greatly facilitated if they are done electro-
nically. Second, to enable sponsors to conform to
the growing number of electronic submission
requirements, the clinical trial data that are col-
lected from dozens of sites across the globe are
more easily compiled and analyzed if the sites use
standardized electronic formats.

Accommodation for record storage

Clinical trials generate vast amounts of paperwork,
all of which must be stored during and after the
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trials. With trials sometimes lasting for several
years and generally requiring more patients per
trial (Lamberti, 2005), storage requirements are
important regulatory and cost considerations for
the investigative site.

According to ICH GCP guideline 4.9.5, records
are to be retained until at least two years after the
last approval of a marketing application. Records
may be retained for even longer periods if required
by applicable regulatory requirements or if
required by the sponsor.

Trial-related documents can be stored offsite
once a trial is completed, but generally, while a
study is ongoing, it is more convenient to keep
them onsite. In particular, a visiting study monitor
will expect to have direct access to trial documents,
so having them readily available is important.

It is a good idea for the investigative site to plan
for excess document storage capacity in a location
that is dry and can be locked. Storing documents
in the basement of a building without special
protection from water damage or rodent destruc-
tion is not a good idea and is actually a violation of
GCP. ICH GCP guideline 4.9.4 states that the
investigator is responsible for storing documents
in a manner that will prevent their accidental or
premature destruction.

11.3 Clinical site challenges

Once basic infrastructure is in place, the challenge
of conducting successful clinical research begins.
Basic infrastructure provides the necessary frame-
work, but the essence of clinical research is defined
by specific tasks such as

e patient recruitment and retention

e budgeting

e FDA audits.

Patient recruitment and retention

The recruiting of study volunteers and retaining
them throughout the study remains one of the
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industry’s key bottlenecks. Data suggest that in
North America, for example, more than 90% of
clinical trials must extend the enrollment period
beyond established timelines because of incom-
plete enrollment (Borfitz, 2004).

Patient recruitment and enrollment target goals
are set by the sponsor but become the responsibility
of the selected investigative sites once they commit
to conducting specific trials. If a site contracts to
enroll 15 patients, for instance, it is committed to
reaching that goal.

Oftentimes, a site expects to fill its enrollment
quota from its own internal patient database, but
statistics suggests that most of the time, this
approach is less than successful. To improve their
chances for recruitment success, site managers
need to determine how to go about recruiting and
enrolling patients if the database falls short.

Sites in some regions of the world, such as the
United States, attempt to boost enrollment through
active patient education and recruitment cam-
paigns, including advertising the study in electro-
nic and print media as well as the Internet. Other
locales have been more conservative, generally
relying on practitioners to inform patients of appro-
priate clinical trial opportunities. That approach is
starting to change, however, as more countries are
allowing patient recruitment activities in their reg-
ulatory guidelines.

The EU, for example, permits patient recruitment
activities for the member states as described in a
detailed guidance put forth by the European Com-
mission in April 2004 (European Commission,
2004). Section 7.4 of the guidance, entitled ‘Adver-
tising for Trial Subjects’, lists various aspects to
be included in advertisements (Figure 11.6),
provided they are reviewed and approved by an
ethics committee.

Once patients are recruited, retaining them
becomes the next hurdle. Data suggest that only
70% of subjects enrolled in phases I-I1I trials com-
plete those trials (Lamberti, 2005). That retention
figure is likely to increase if study volunteers are
satisfied with the care and treatment they are receiv-
ing (Miskin and Neuer, 2002). Proper treatment
starts from the beginning, from the minute volun-
teers enter the site, extends to follow-up reminder
telephone calls or postcards about upcoming visits

All advertisements for trial subjects should be
included in the submission for approval by the
ethics committee. The review by the ethics
committee might also include the procedures to
take care of subjects responding to the
advertisement.

The advertisement might contain information on the
following points:

1. The research nature of the project

2. The scope of the trial

3. Which type/group of subjects might be
included

4.  The investigator clinically/scientifically
responsible for the trial, if possible or if
required by local regulations

5. The person, name, address, organization,
to contact for information

6. That the subject responding will be
registered

7. The procedure to contact the interested
subjects

8. Any compensation for expenses

9. That a response on the part of a potential
subject only signifies interest to obtain
further information

Figure 11.6 Section 7.4 - Advertising for trial sub-
jects [Source: Detailed Guidance on the Application
Format and Documentation to be Submitted in an Appli-
cation for an Ethics Committee Opinion, April 2004]

and continues by making them feel valued at every
step of the process, essentially treating them like
important customers (Neuer, 2003).

Budgeting

The clinical trials industry is a competitive busi-
ness. Although thousands of clinical trials are
ongoing at any given time, there are thousands of
investigative sites competing for that business. Yet,
despite the strong competition, sites need to avoid
rushing to accept studies before taking the time to
determine if they make financial sense.

The clinical staff and financial manager need to
evaluate (Gersch et al., 2001)

e the study of study visits;
e the number and cost of procedures, that is

physical examinations, chest X-rays, electrocar-
diograms, stress tests and blood draws, including



the cost of processing, packing and shipping the
samples to a central laboratory;

e supplies and equipment needed to conduct the
trial;

e cost of recruiting subjects;

e the amount of screening or ‘prestudy’ work
involved to determine study eligibility and if
the site will be paid for that work, even for
prospects who ultimately fail to qualify for the
study;

e personnel costs and time for performing proce-
dures, collecting and forwarding clinical data to
the sponsor or CRO;

e records retention fee;

e administrative or overhead costs such as rent,
utilities, office supplies.

Many sites report cash flow problems either
because they accepted studies with insufficient
budgets, the sponsor or CRO is very slow to pay
for work already done, or the site failed to negotiate
reimbursement for prestudy work. Regarding slow
pay, a recent study of 111 investigative sites
revealed that 71% of respondents reported that it
is taking ‘somewhat longer’ or ‘much longer’ to
receive payment from sponsors or CROs as
compared to three years earlier (Lamberti, 2005).
There is also research to suggest that prestudy
work can quickly reach $10,000 US before

e Time spent procuring the study, developing a
proposal and meeting with pre-study site
selector

e Preparation of paperwork necessary for the
study, that is tracking forms and screening forms

e Regulatory submissions

o Time spent for study initiation, typically an entire
day

e Time spent training hospital staff, nursing and
pharmacy personnel if study has an inpatient
component

Figure 11.7 Start-up expenses [Source: Miskin and
Neuer, How to Grow Your Investigative Site, 2002
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successful enrollment of the first subject (Silva,
2005), so during the budget negotiation process,
sites should request compensation for screening
costs whether they result in screen failures or sub-
ject enrollment.

If a budget is presented by the sponsor as
‘nonnegotiable’, it is the site’s responsibility to
determine the feasibility of accepting the budget
as is, or attempt to negotiate a few favorable points
such as receiving several thousand dollars in start-
up expenses (Figure 11.7) or adding a line item for
patient recruitment costs.

FDA audits

Clinical sites should be in the habit of operating as
if everyday is inspection day. Operating in top form
is not only in the best interest of the study volun-
teers, it also prepares the sites for FDA inspection,
an inevitability if they are conducting studies for
compounds or devices to be submitted to FDA. The
purpose of inspections is to ensure the protection of
research subjects and the integrity of data sub-
mitted to the agency in support of a marketing
application.

Generally, inspections are done by appointment
and begin with an opening interview with the
investigator and study coordinator(s). The inspec-
tor will tour the facility, and review charts as well as
the regulatory binder.

FDA conducts the following three types of
inspections through its Bioresearch Monitoring
Program (Information Sheets, 1998):

e Study-oriented
e Investigator-oriented
e Bioequivalence study.

The study-oriented inspection is conducted almost
exclusively to audit trials that are important to
product evaluation such as NDAs and product
license applications (PLAs) pending before FDA.
The inspection consists of two parts: the facts
surrounding the conduct of the study (Figure 11.8)
and the auditing of study data.
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e Who did what
e  Degree of delegation of authority

e  Where specific aspects of the study were
performed

. How and where data were recorded

e  How test article accountability was
maintained

. How monitor communicated with clinical
investigator

. How the monitor evaluated the study’s
progress

Figure 11.8 Facts surrounding the conduct of the
study [Source: IRB Information Sheets, 1998]

The investigator-oriented inspection is initiated
for several reasons. Some include: the investigator
conducted a study that is pivotal to product
approval; representatives of the sponsor have
reported to FDA that they are having difficulty
getting case reports from the investigator or have
some other concern with the investigator’s work; a
study volunteer complains about protocol or sub-
ject rights violations; an investigator has partici-
pated in a large number of studies or has done work
outside his or her specialty areas.

Most inspections are of the study-oriented or
investigator-oriented types. The bioequivalence
study inspection is conducted when one study
may be the sole basis for a drug’s marketing
approval.

At the end of the site inspection, the inspector(s)
conducts an exit interview with the investigator and
appropriate staff. If the inspector uncovered any
significant issues, he or she may issue Form FDA-
483, an ‘inspectional observations’ form docu-
menting deviation from GCP. The investigator
will need to respond to the 483 and take corrective
action.

Following the inspection, the clinical investiga-
tor will receive one of three types of letters:

1. NAI (No Action Indicated): A notice that no
significant deviations from the regulations

were observed. This letter does not require any
response from the clinical investigator.

2. VAI (Voluntary Action Indicated): An informa-
tional letter that identifies deviations from reg-
ulations and good investigational practice. This
letter may or may not require a response from
the clinical investigator. If a response is
requested, the letter will describe what is neces-
sary and provide the name of a contact person.

3. OAI (Official Action Indicated): Identifies ser-
ious deviations from regulations requiring prompt
correction by the clinical investigator. The letter
will provide the name of a contact person. In this
case, FDA may inform both the study sponsor and
the reviewing IRB of the deficiencies. The agency
may also inform the sponsor if the clinical inves-
tigator’s procedural deficiencies indicate ineffec-
tive monitoring by the sponsor.

The vast majority of inspections, some 77%, result
in ‘VAT’. Of the other two categories, 16% result in
‘NATI’ and 7% in ‘OAI’ (Lamberti, 2005).

The number of annual inspections has been
growing steadily, and in 2004, reached a total of
242 for US clinical investigators and 82 for foreign
clinical investigators (2004 Report to Nation). The
top five deficiencies, led by protocol violations,
appear in Figure 11.9.

11.4 Final thoughts

The purpose of the investigative site is to produce
clean clinical data by performing a protocol on
study volunteers. Sites that achieve this goal do
so by building an infrastructure that supports the
many functions involved in generating those data.
The infrastructure includes standard business prac-
tices such as quality assurance, writing of SOPs,
regulatory affairs and data management. It must
also include study coordinators and investigators
who are well trained in GCP.

Because the conduct of clinical trials is a
competitive business, sites should document their
performance in terms of quality and timeliness. This
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Protocol violations

| 37%

Informed consent noncompliance
Poor drug accountability
Poor AE reporting

Falsifying data

1%
| ]8%
7%

] 3%

Figure 11.9 Top five deficiencies (2004) [Source: Thomson CenterlWatch, FDA CDER, 2004]

entails keeping metrics of on time completion of
patient recruitment and enrollment, retention rates
of study volunteers, success rates with different
kinds of patient recruitment media and numbers of
studies completed in various therapeutic areas.

Sponsors looking to select sites for clinical trials
can use these metrics to distinguish performing
sites from nonperformers. In addition, sponsors
are increasingly using metrics to identify sites
with a higher probability of achieving trial objec-
tives on time (Anderson, 2004).

By reaching objectives, sites begin to form rela-
tionships with sponsors who recognize and
appreciate the contribution they make to the clin-
ical development of investigational compounds
and devices.
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12 Good Clinical Practices

The aim of this chapter is to describe the general
framework for conducting good clinical practices
(GCP)-compliant clinical research. As itis difficult
to cover this broad topic in such a short chapter, the
authors will focus on those areas that are most
discussed, most problematic and most critical to
achieving a GCP-compliant clinical study. Thus,
there is particular emphasis on ethical issues,
source data verification and data integrity, monitor-
ing and safety review, and study medication/device
management.

The current rules for
conducting clinical
research

Conducting GCP-compliant clinical research is a
serious undertaking, and this has been recognized
by numerous authorities internationally. It is diffi-
cult to achieve a fully GCP-compliant clinical
study, but the expectation today is that the greatest
effort will be made nevertheless and the documen-
tation to provide evidence of this effort must be
available.

Wendy Bohaychuk and Graham Ball

The basic tenets of GCP

GCP is an international ethical and scientific qual-
ity standard for the designing, conducting, record-
ing and reporting clinical trials that involve the
participation of human subjects. Compliance with
the 13 core principles of this standard provides
public assurance that the rights, safety and well-
being of trial subjects are protected, consistent
with principles have their origin in the Declaration
of Helsinki, and that the clinical trial data are
credible.

The primary reason for the presence of GCP is to
safeguard human rights, as the welfare of current
study subjects and future patients is at stake. There-
fore, systems must be in place (such as ethics
committee review and informed consent) to protect
study subjects. Collecting honest and accurate data
is also a major objective of GCP to ensure that data
have integrity and that valid conclusions may be
drawn from those data. Further, data should be
reproducible, that is if the study were to be con-
ducted in a similar population using the same
procedures, the results should be the same. To
assure the integrity and reproducibility of research

Principles and Practice of Pharmaceutical Medicine, 2nd Edition Edited by L. D. Edwards, A. J. Fletcher, A. W. Fox and P. D. Stonier

© 2007 John Wiley & Sons, Ltd ISBN: 978-0-470-09313-9
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results, the whole process should be transparent,
that is everything must be documented so that an
external reviewer may verify that the research was
actually conducted as reported by the researchers.

The general regulatory framework
for GCP

The regulatory framework for compliance with
research procedures has essentially developed on
an international basis only in the last two decades,
except for the United States where rules were
first established in the 1930s. Today, countries in
the European Union, other countries in Europe (e.g.
Switzerland) and Japan have regulations on GCP.
Other countries have regulations controlling clinical
studies, with guidelines on GCP, such as Australia
and Canada. In the 1990s, an attempt was made to
harmonize GCP requirements in the form of the ICH
GCP document which has since been adapted in
regulation by many countries. Some countries
have no guidelines or regulations, but guidance for
researchers has been provided by oragnizations such
as the Council for the International Oragnizations of
Medical Sciences (CIOMS) and the World Health
Organization (WHO). (A brief list of existing reg-
ulations and guidelines is presented at the end of this
chapter.) Regulatory authority review and/or
approval is usually necessary in all countries before,
during and after clinical studies. With the advent of
the EU Clinical Trials Directive, compliance with
the principles of GCP is now a legal obligation in
Europe for all trials of investigational medicinal
products. Further, it is now a legal requirement in
Europe for these investigational medicinal products
to be manufactured, handled and stored to the stan-
dards of Good Manufacturing Practice (GMP) in
order to prevent exposure of subjects to defective
medicines.

In the past few years, there has been increasing
interest in regulatory inspection of GCP compli-
ance to ensure validity of the data and protection of
study subjects and to compare the practices and
procedures of the investigator and the sponsor/
contract research organization (CRO) with the
commitment made in the application to undertake
a study. Although inspection has been a regulatory

requirement in the United States for many years,
inspectorates have only just started in countries
such as Austria, Denmark, France, Finland, Ger-
many, Japan, The Netherlands, Norway and Swe-
den. There are problems in finding good inspectors,
in deciding on the final standards for inspections
and in imposing sanctions for noncompliance. An
interesting recent development has been the initia-
tion of inspections in Europe by the central regu-
latory authority, the European Medicines Agency
(EMEA). Regulation of compliance with require-
ments by ethics committees is also developing in
some parts of the world (e.g. France and Denmark).
To date, the US Food and Drug Administration
(FDA) is the only authority that is actively check-
ing on the activities of institutional review boards
(IRBs) by inspection and licensing.

For noncompliance with regulations, only the
United States has imposed serious sanctions to
date. The ‘blacklist’ (list of all investigators who
have been found to be noncompliant and were
barred from clinical research for FDA submis-
sions) is publicly available through freedom of
information rules. The United States has vast
experience (thousands of inspections) compared
to the handful of inspections in other countries.

Within a research organization, other indepen-
dent review, auditing, is undertaken internally to
check on compliance with standards and basically
to pre-empt the inspectors. Auditing may be con-
ducted at any time during a clinical study to ensure
continued compliance with GCP. Almost all
aspects of GCP could be audited. Auditing, by
definition, must be undertaken by personnel who
are independent of the research being audited.

12.2 Setting up clinical studies

To ensure that the standards for clinical research
are established before studies begin and to check
on compliance with those standards, many funda-
mental systems and processes must be defined by
study sponsors and CROs. These are outlined in
Table 12.1.

The sponsor/CRO has a duty to place a study
safely. That is, the sponsor (or the delegated CRO)
must assess and choose a site where study subjects
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Table 12.1 General systems and procedures for implementation of GCP

The following systems and procedures must be established by clinical researchers to ensure compliance

with GCP requirements:

Quality assurance: Systems for assuring quality and for checking quality must be established and followed

at all stages

Planning: Studies must be conducted for valid (ethical and scientific) reasons
Standard operating procedures (SOPs): Research procedures must be declared in writing so that reviewers
can determine the standards which are being applied and so that users have a reference point
Well-designed study: All studies must have a valid study design, documented in a protocol, so that it can be
fully reviewed by all interested parties. The data collection plans, as described in the CRF, are part of the protocol
Qualified personnel: All personnel (sponsor/CRO and study site) must be experienced and qualified
to undertake assigned tasks. Documentation of qualifications and training must be evident
Ethics committee review and approval: All studies must be independently reviewed by ethics committees/IRBs,
to assess the risk for study subjects, before clinical studies begin. Review must continue throughout the study
Informed consent: All study subjects must be given the opportunity to personally assess the risk of study
participation by being provided with certain information. Their assent to participate must be documented
Monitoring: A primary means of quality control of clinical studies involves frequent and thorough

monitoring by sponsor/CRO personnel

Data processing for integrity of data: data must be honest. Data must be reviewed by site personnel, monitors

and data processing personnel

Control of study medications/devices: The product being studied must be managed so that study
subjects ultimately receive a safe product and full accountability can be documented
Archives: Documentation of research activities must be securely retained to provide evidence of activities

will not be harmed. Some companies report that, in
practice, they have little choice in this process, as
the marketing department has already selected the
investigators. Another rationale for apparent lack
of choice is that there are too few patients or
investigators in a particular therapeutic area.
None of these reasons is as important as compli-
ance with the basic GCP principle, which requires
the sponsor/CRO to assess, select and choose safe
settings for research.

Setting up clinical studies is a lengthy process, as
there are many documents to prepare [e.g. proto-
cols and case report forms (CRFs)], study facilities
to be assessed (e.g. study sites, CROs, clinical
laboratories, phase I units), regulatory review to
be considered and negotiations and agreements
with study sites (e.g. contracts, finances, confiden-
tiality, indemnity, insurance) to be undertaken. In
addition, as will be dealt with in subsequent sec-
tions, ethical aspects of the study must be consid-
ered (e.g. ethics committee and IRB review
and informed consent requirements), and study
medications/devices must be organized.

Protocols and CRFs

The protocol, with the accompanying CRE, is the
key document governing a clinical study. It for-
mally describes how a clinical study will be con-
ducted and how the data will be evaluated, and it
must include all the information that an investiga-
tor should know in order to properly select sub-
jects, collect safety and efficacy data and prescribe
the correct study medication/device. Protocols
must be prepared in accordance with a specified
and standardized format that is described in guide-
lines and regulations (the reader is particularly
advised to refer to the ICH GCP document). Pro-
tocols are usually prepared, at least initially, by the
sponsor or the delegated CRO, although investiga-
tor input is obviously necessary.

Any document used to collect research data on
clinical study subjects may be generically classed
as a data collection form. These completed forms
provide evidence of the research conducted. The
most common type of data collection form is the
CREF. Other types of data collection forms include
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Table 12.2 Selection of study sites

The following items should be assessed at study sites by sponsor/CRO monitors before studies begin:

Study site personnel, for example qualification, experience, training, availability; specific allocation of

responsibilities

Facilities, for example offices, wards, archives, pharmacy, clinical laboratory; study medication/device storage
areas; clinical laboratories; access to source documents; ethics committee/IRB requirements

Suitable study subject population, for example access to suitable subjects in sufficient numbers; method of
subject recruitment; source, for example from investigator’s subject population, or be referred by other physicians and,
if referred, means by which investigator will obtain adequate evidence of medical history; use of advertisements;

potential subject enrolment (recruitment) rate

diary cards, dispensing records, quality-of-life
forms and so on. The CRF must allow for proper
analysis of the data and proper reporting of the
data in the final clinical study report, and it must
reflect the protocol exactly: no more and no less
data must be collected. Thus, a CRF must be
created for each clinical study and must be pre-
pared in parallel with the protocol. CRFs are
usually also prepared by sponsors/CROs because
of the demanding requirements for their design
and contents.

Selection of investigators and study
sites

The sponsor/CRO must go through a formal assess-
ment procedure before placement of a study. Some
of the most important areas requiring assessment are
described in Table 12.2. All studies involving
research of investigational medications and devices
require qualified investigators, and the internation-
ally accepted standard for ‘qualified’ usually
encompasses three main criteria: medically quali-
fied, that is legally licensed to practise medicine as a
physician; experienced in the relevant therapeutic
specialty; and experienced in clinical research.
Many contracts or agreements must be prepared,
understood and authorized before clinical studies
begin. The most common contracts include the
protocol and CRF; agreements for finances, con-
fidentiality, insurance and indemnity; and contracts
between the sponsor and the CRO. A separate
investigator agreement, specifying all responsi-
bilities, is usually necessary in addition to the pro-
tocol to emphasize certain aspects of the protocol.

Table 12.3 highlights some of the responsibilities
of the main investigator GCP which might be
included in contracts.

12.3 Ethical considerations

Part of the selection process for a study site
involves confirming that ethics committee/IRB
review will be safe and that all study subjects will
be properly informed prior to consent to study
participation. If the sponsor/CRO cannot obtain
documented evidence of compliance with these
two fundamental requirements, it is not safe to
work with that site.

Ethics committee/IRB review

All clinical studies require review by an independent
ethics committee/IRB before, during and after the
study. Before any study subject is treated, review by
the committee must be documented in compliance
with international guidelines and the local regula-
tions of the country in which the research is con-
ducted. Clinical studies begin (for the study
subjects) whenever the study subjects undertake
any procedure that they would not normally
undergo: ethics committee/IRB review must be
sought before these events. Thus, if a study requires
screening procedures, washout from normal treat-
ment and even completion of a questionnaire that
poses personal questions, the study begins when
those procedures are undertaken. It is a common
misconception that studies begin only when study
subjects are randomized to treatment.
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Table 12.3 Investigator GCP responsibilities

The following investigator responsibilities must be declared in agreements or contracts:

Adhere to the protocol exactly. No changes to the protocol may be undertaken without following a formal
protocol amendment procedure and without agreement by the sponsor/CRO

Be thoroughly familiar with the properties of the clinical study medications/devices as described
in the investigator brochure

Have sufficient time to personally conduct and complete the study. If more than one investigator is involved
at a specific study site, the specific responsibilities must be described for each investigator. The investigator must
ensure that no other studies divert study subjects, facilities or personnel from the study under consideration

Maintain the confidentiality of all information received with regard to the study and the investigational study
medication/device

Submit the protocol, information sheet and consent form, and other required documentation, to an
ethics committee/IRB for review and approval before the study begins. During the study, the investigator
is also responsible for submitting any new information, for example protocol amendments, safety information,
which might be important for continuing risk assessment by the ethics committee/IRB

Obtain informed consent from each study subject prior to enrolment into the study

Inform the subjects primary care physician, e.g. general practitioner or family physician, of proposed study
participation before enrolment into the study

Maintain study subject clinical notes, that is source documents, separately from the CRFs. The source documents
must support the data entered into CRFs and must clearly indicate participation in a clinical study. If the study
subject is referred by another physician, the investigator must ensure that sufficient evidence is available in the
clinical notes to support the eligibility of the study subject

Maintain a confidential list identifying the number/code and names of all subjects entered into the study

Allow authorized representatives of the sponsor/CRO and regulatory authorities direct access to study subject
clinical notes (source documents) in order to verify the data recorded on CRFs

Ensure CRFs are complete and accurate

Allow monitoring visits by the sponsor/CRO at a predetermined frequency. During these monitoring visits, the
monitor must be allowed to communicate with all site personnel involved in the conduct of the clinical study

Report all AEs and SAEs to the sponsor/CRO and follow the special reporting requirements for SAEs

Maintain the security and accountability of clinical study supplies, ensure that medications/devices are labeled prop-
erly, maintain records of clinical study medication/device dispensing, including dates, quantity and use by study
subjects; and return or disposition (as instructed by the sponsor/CRO) after completion or termination of the study

Archive all CRFs and documents associated with the study for a minimum of 15 years. Notify the sponsor/CRO of
any problems with archiving in potential unusual circumstances, for example investigator retires, relocates, dies;
study subject dies, relocates and so on

Provide reports of the study’s progress whenever required

Review the final clinical report, and sign and date the signature page after review

Allow an independent audit and/or inspection of all study documents and facilities

Agree to the publication policy

Agree to the sponsor’s/CRO’s ownership of the data

Agree to the stated time frames for the study, for example start and completion of recruitment, submission of
completed CRFs

Work to GCP as defined by the ICH, FDA and local regulations

Prior to selection of a clinical study site, the official exception to this requirement is France,
sponsor/CRO must confirm and document, in the where, by regulation, a central committee may
pre-study assessment visit report, that the investi- rule for all sites in a multicenter study. However,
gator has access to a local ethics committee/IRB. in the United States, it appears to be common

Local committees cannot be bypassed: the only practice for a central IRB to rule for the widely
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geographically separated areas in the country, and
researchers may not inform the local IRB.

Normally, the sponsor/CRO will prepare all
necessary documentation for submission by the
investigator to the ethics committee/IRB (it is not
usual procedure for the sponsor/CRO to directly
submit items to the committee, unless requested to
do so by the committee). Whatever the local varia-
tions, the sponsor/CRO is usually responsible for
ensuring the submission of